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Transfer matrix and its Jacobson 
form for nonlinear control systems 
on time scales: CAS implementation 

Juri Belikov, Ülle Kotta and Alar Leibak 

Abstract 
This paper suggests a detailed algorithm for computation of the Jacobson form of 
the polynomial matrix associated with the transfer matrix describing the multi-input 
multi-output nonlinear control system, defined on homogeneous time scale. The 
algorithm relies on the theory of skew polynomial rings. Its implementation is shown 
on the basis of Computer Algebra System (CAS) Mathematica. 

Keywords: nonlinear control system, input-output models, time scales, symbolic 
computations 

 
Introduction 

In the Institute of Cybernetics at Tallinn University of Tech-
nology symbolic software package NLControl has been 
developed over the years within Mathematica environment, 
for the detailed information see [17], [24]. The package is 
based on different algebraic methods, in particular on the 
approach based on the differential one-forms, see [10], and 
on the theory of skew polynomial ring. It allows to solve 
various modelling, analysis and synthesis problems not only 
for continuous and discrete-time nonlinear control systems, 
but also for those defined on homogeneous time scales, see 
[7]. Note that the key idea of a time scale calculus is unifica-
tion of the theories of differential and difference equations, 
see [5]. Both continuous and discrete-time (in terms of the 
difference operator) cases are merged in time scale formal-
ism into a general framework which provides not only unifi-
cation but also an extension. The main concept of the time 
scale calculus is the so-called delta-derivative that is a gen-
eralization of both time-derivative and the difference opera-
tor (but accommodates more possibilities, e.g. �-difference 
operator). 

In the linear control theory the transfer matrix (TM) approach 
has been very popular. Recently the concept of the TM has 
been extended for the continuous-time nonlinear control 
systems [12] and later in [13] or discrete-time systems and 
for control system defined in terms of the pseudo-linear 
operator, see [14]. Note that the latter includes also the 
systems, defined on homogeneous time scales, since in that 
case the delta-derivative may be understood as the special 
case of the pseudo-linear operator. However, the pseudo-
linear approach cannot handle the systems defined on non-
homogeneous time scales, since the time scale formalism 
unifies both continuous- and discrete-time cases, it would be 
interesting to study whether TM-based transparent control 
methods can be extended to nonlinear systems defined on 
time scale. In TM-based control design, a special form of the 
matrix, the Jacobson-Teichmüller1 form, plays a key role. 
The first step in transformation of the TM into the required 
form is to transform the polynomial matrix, associated with 
it, into the Jacobson form. 
                                                           
1 Note that in the linear control theory this form is called the Smith-
McMillan form, see [16]. 

Note that in the case of nonlinear control systems, the poly-
nomials belong into the non-commutative polynomial ring 
that is the principal ideal domain (p.i.d.). The basic algorithm 
to transform a polynomial matrix into this form was given in 
[9] for an arbitrary ring being the p.i.d. There exist a number 
of implementations of this algorithm such as [4], [8] and its 
fraction-free version [20]. However, except [15], not avail-
able for public use, all of them have been implemented 
either in Maple, e.g. [4], [8] or in Singular:Plural [20]. More-
over, it is not documented whether and how these packages 
are applicable for nonlinear control systems, in particular for 
those defined on homogeneous time scale. 

The main contribution of the paper is the specification the 
algorithm given in [9] into the form necessary to handle the 
nonlinear control system defined on homogeneous time 
scale and description of the experience from its implementa-
tion in Mathematica, within the package NLControl. All the 
steps of the algorithm are clear, strictly defined and easily 
convertible into any programming code. It should be men-
tioned that some preliminary results for the discrete-time 
case were presented in [3]. 

1. Calculus on time scale 

For a general introduction to the calculus on time scales, 
see [5]. Here we give only those notions and facts that we 
need in our paper. 

A time scale � is an arbitrary nonempty closed subset of the 
set � of real numbers. The standard cases include � �
�,�� � �, � � �� for � � 0, but also � � �� �� ���� � � �� ∪
�0�, � � � is a time scale. 

The following operators on � are often used: 

 the forward jump operator ��� � �, defined by 
���� �� ����� � �� � � �� and ������� � ����, if 
���� � �, 

 the backward jump operator ��� � �, defined by 
���� �� ����� � �� � � �� and �������� � �����, if 
������ � �, 



7ATP Journal PLUS  2/2011

 the graininess function �� � � �0,∞�, defined by 
���� � ���� � �. 

If � ≡ ����� then a time scale � is called homogeneous. In 
this paper, we assume that the time scale 	� is homogene-
ous. 

Example 1: 

 If � � �, then for any � � �, ���� � � � ����, and 
the graininess function ���� ≡ 0. 

 If � � ��, for � � 0, then for every � � ��, ���� �
� � �, ���� � � � �, and 	���� � �. 

 If � � �����, for � � �, then for every � � �, 	���� � ��, 
	���� � � �� , and ���� � �� � ��. 

So, the first two cases are homogeneous time scales 
whereas the third is not. 

Definition 1: The delta derivative of a function �� � � � at � 
is the number ����� such that for each � � 0 there exists a 
neighbourhood ���� of �, ���� � � such that for all � � ����, 
�������� � ���� � ���������� � ��� � �|���� � �|. 
The typical special cases of the delta operator are summa-
rized in the following remark. 

Remark 1: 

i. If � � �, then ��� � � is delta differentiable at 
����� � ������

���������
��� � �����, i.e. iff � is differenti-

able in the ordinary sense at �. 
ii. If � � ��, where � � 0, then �� �� � � is always 

delta differentiable at every � � �� with ����� �
������������

���� � �����������
�  meaning the usual forward 

difference operator. 

Proposition 1: Let �� � � �, �� � � � be two delta differen-
tiable functions defined on � and let � � �. Then the delta 
derivative satisfies the following properties 

i. �� � � � ���, 

ii. ��� � ���� � ��� � ���, for any constants � and 
�, 

iii. ����� � ���� � ���, 

iv. if ��� � 0, then �� �� �� � ���� � ���� ������ . 

For a function �� � � � we define second delta derivative 
���� �� ��� provided that �� is delta differentiable on �. 
Similarly we define higher order derivatives ����. 
Denote �� �� � � � � ��������

�������
 and ��� �� � � ��. 

Proposition 2[18]: Let � and �∆ be delta differentiable func-
tions on homogeneous time scale �. Then 

i. ��� � ���, 

ii. ��� � ∑ ������������� . 

At the end of this section we introduce some notation that 
will be useful in the following sections. Let � be a function 
admitting the delta-derivatives up to the �-th order. Let � and 
� be integers such that 0 � � � � � �. We set ���� � �. Let 
������ denote the set �����, � , �����. 

2. Preliminaries 

Consider a multi-input multi-output nonlinear control system 
described by a set of higher order input-output delta-
differential equations on the homogeneous time scale � 
relating the inputs ��, � � �,� ,�, the outputs ��, 	� � �, � , � 
and the finite number of their delta derivatives: 

������ � � ������������, � , �����������, ���������, � , ����������,       (1) 

where the functions �� are real analytic functions of their 
arguments, and functions ��� � � �, � � �,� , � and ��� � �
�, � � �,� ,� are delta differentiable at least up to order �� 
and �� �� �������������, respectively. 

2.1 Algebraic framework 

Below we briefly recall the algebraic formalism for nonlinear 
control systems defined on homogeneous time scales, de-
scribed in [2], [18], [19]. Let � denote the field of meromor-
phic functions in a finite number of (independent) variables 

� � ������������, � , �����������, �����, � � �,� ,�, � � 0�� 
Note that under the mild assumption on submersivity of 
system (1) (see below) the jump operator 	��	� � � and the 
delta derivative ∆�	� � � may be extended to the field � as 
follows, see [19] 

���� �����������, � , ����������, ����������, � , �����������
�� � ������������, � , �����������, ���������, � , ����������, 

where 

�����������
� ���������� � �
∙ �����������,
� ����������, � , ����������, � , ���������, ���������, � , �����������, 

� � �,� , �, ��
������� � ��

������ � ���
��������, � � �,� ,� and2 

∆��� ���, � , ��������, ��, � , ��������

�� �

��
�
��
����� ��� � ����∆, � , ��������

�

�

� ���� ������������, � , �����������, ���������, � , ���������� , ��
� ����∆, ����� � ����������

∙ 	

�
��
��
� �����������, � , �����������

�
,

�� ������������, � , �����������, ���������, � , ����������
�����������, � , �����������

�
��
��
�
�

��
�
��
��� 

Notice that we will use ���� and �� to denote the action of � 
on �. Similarly, both ∆��� and �∆ will be used interchangea-
bly. 

                                                           
2 Proposition 3.3 from [2] shows how ∆��� may be calculated not 
using integral explicitly. 
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In case � is not injective, there may exist non-zero functions 
� such that ���� � 0 meaning that the operator � is not 
well-defined on the field �. For � to be an injective endo-
morphism on �, the system (1) has to be submersive which 
can be guaranteed by the condition of the following theo-
rem. 

Theorem 1[19]: The nonlinear control system, defined on 
homogeneous time scale via the higher order i/o equations 
(1), is submersive if and only if the following condition 

rank� �� � ��� � ���
��� � � � ���				

��� � ���
��� � ���� � � (2) 

holds, where 

��� �� ���������������� ���
������

����

���
, 

�, � � �,� , � and 

��� ������������������ ���������
�

���
, 

� � �,� , �, � � �,� ,�. 

The operator ∆ satisfies a generalization of Leibnitz rule 

����∆ � ���∆ � �∆�,   (3) 

for �, � ∈ �. The derivation satisfying rule (3) is called a "�-
derivation", see [9]. Therefore, � is a differential field 
equipped with a �-derivation ∆. In general, the field � is not 
inversive, i.e. not every element of � has a pre-image. 
Nevertheless, since ∆ is injective, up to an isomorphism 
there exists an inversive �-differential overfield �∗, called 
the inversive closure of �, such that ∆ can be extended to 
�∗ and this extension is automorphism of �∗, see [9]. In [2] 
the details of construction of �∗ for nonlinear control sys-
tems defined on time scales can be found. Below assume 
that �∗ is given and use the same symbol � to denote the 
�-differential field and its inversive closure. 

Over the �-differential field � one can define the vector 
space 

� �� ��an� �d��,d��∆, � ,d��������, � � �,� , �,d�����,
� � �,� ,�, � � 0�. 

The elements of � are called one-forms. For � ∈ � we de-
fine the operator d�� � 	� as follows 

d� ��� � ��
������

d�����
����

���
��� ��

����ℓ�
d���ℓ�

�

ℓ��

�

���
.

�

���
 

d� is said to be the (total) differential of the function � and is 
a one-form. 

Let � � ∑ ��� d�� be a one-form with �� ∈ � and �� ∈ �. 
Then, the operators ��� � � and ∆�� � � induce the 
operators �� � � � and ∆� � � � by 

���� �� ∑ �����d�������� ,   (4) 

∆��� �� ∑ �∆����d�� � �����d�∆������� . (5) 

Since ����� � �� � �∆����, (5) may be alternatively written 
as 

∆��� ����∆����d�� � ��� � �∆�����d�∆������
�

. 

It has been proved that ∆�d�� � d��∆�, ��d�� � d���� and 
∆� � �∆, see [2]. 

2.2 Polynomial framework 

Next, we recall the polynomial formalism which allows rep-
resenting the nonlinear i/o equations (1) via two polynomial 
matrices. Consider the differential field � with the �-
derivation ∆ with � being an automorphism of �. A left dif-
ferential polynomial is an element which can be uniquely 
written in the form ���� � ∑ ���������� , �� ∈ �, where � is a 
formal variable and ���� � 0 if and only if at least one of the 
coefficients ��, � � 0,� , � is nonzero. If �� ≢ 0, then the 
positive integer � is called the degree of the left polynomial 
����, denoted by d������. Besides that we set d��0 � ��. 
The addition of the left differential polynomials is defined in 
the standard way. However, for � ∈ � the multiplication is 
defined by 

� � � �� ��� � �∆.   (6) 

The ring of differential polynomials will be denoted by 
���� �, ��. Since � is an automorphism, the ring of the left 
differential polynomials is a skew polynomial ring, that is 
proved to satisfy the left Ore condition, see [11]. By left Ore 
condition for all nonzero �, � ∈ ���� �, �� there exist nonzero 
��, �� ∈ ���� �, �� such that ��� � ���, that is, � and � have 
a common left multiple (clm). The ring ���� �, �� can, there-
fore, be embedded into its quotient field (field of fractions) 
by defining its left quotients as �� � ��� � �, see [23]. Denote 
the resulting quotient field by ���� �, ��. Moreover, we write 
���� �, ����� for the set of � � � rational matrices with 
entries in ���� �, ��, and ���� �, ����� for the set of � �� 
polynomial matrices with entries in ���� �, ��. 
Denote ����� by ��� for � ∈ �. 

Lemma 1: Let � ∈ �. Then �� � � ∈ ���� �, ��, for � � 0, 

and �� � � � ∑ ��� ���������
������� . 

In order to describe the i/o equation (1) via two polynomial 
matrices, we define 

��d�� �� d�����,								��d�� �� d�����  (7) 

for �, � � �,� , �, � � �,� ,� and � � 0 in the vector space �. 
Since an arbitrary one-form � ∈ � has the form � �
∑ ∑ ���d����������� � ∑ ∑ ���d�������������
�
��� , where ���, ��� ∈ �, 

so � can be expressed in terms of the left differential poly-
nomials as � � ∑ �∑ ��������� ���d�� � ∑ �∑ ���∂���� �d������

�
��� . 

A left differential polynomial can be considered as an opera-
tor acting on vectors � � ���, � , ���� and 	� � ���,� , ���� 
from �� �∑ �������� ���d�� �� ∑ ����� � ��d����� , with ��, � ∈ � 
and d� ∈ �d�,d��, where by Lemma 1, 

�� � � � ∑ ������������
������� . It is easy to note that ���� �

∆���, for � ∈ �. 

Now, by differentiating equation (1) and using (7) we get 

����d� � ����d�,  (8) 

where ���� ∈ ���� �, ����� and ���� ∈ ���� �, �����. 

We assume that the Dieudonné determinant of the matrix 
	���� in (8) is nonzero, see [1] for details. The latter means 
that the following definition of the transfer matrix is well-
defined. 

Definition 2: An element of the form ���� �� ���������� ∈
���� �, �����, such that d� � ����d�, is said to be a trans-
fer matrix of nonlinear system3 (1). 

                                                           
3 Notice that there exists an algorithm which allows to obtain the 
transfer matrix from a nonlinear system described by state-space 
equations, for additional information see [12]. 



9ATP Journal PLUS  2/2011

Note that though every control system can be described by 
the transfer matrix, the converse is not always true. The 
reason is that the one-form corresponding to the transfer 
function may not be integrable, see [13] for details. 

2.3 Polynomial matrices 

Here we recall some basic properties of matrices with skew-
polynomial entries. Suppose the matrix ���� ∈
���� �, �����. 

Definition 3: An elementary column (row) operation on a 
polynomial matrix ���� is one of the following four opera-
tions 

i. interchanging two columns (rows); 

ii. multiplying any column (row) by invertible element 
� ∈ ���� �, �� from the right (left); 

iii. adding a right (left) multiple of one column (row) to 
another; 

iv. replacement of the first elements of any two col-
umns (rows) by their greatest common left (right) 
divisor (gcl(r)d) and zero, respectively. 

All these operations correspond to multiplication of the ma-
trix ���� by an elementary matrix ������ or ������ from the 
right or left, respectively \cite{cohn_book}, where � ∈
���� � �����. Operations (i)-(iii) may be represented by the 
product of the matrices of the form ������ � �� � 1��� with �� 
identity matrix and 1�� the matrix made of a single 1 at the 
intersection of row � and column �, 1 � �, � � �, and zeros 
elsewhere, with � ∈ ���� �, �� and with � � � for actions 
with columns and � � � for actions with rows, see [21]. The 
elementary matrices corresponding to the operations from 
Definition 3 can be obtained 

i. by swapping columns (rows) � and � of the identity 
matrix; 

ii. by multiplying all elements of the corresponding 
column (row) of identity matrix by � ∈ ���� �, ��; 

iii. from identity matrix with element � ∈ ���� �, �� in 
entry ��, ��. 

iv. The procedure for constructing this matrix is de-
scribed in the algorithm presented in Section 4. 

Definition 4: A matrix ���� ∈ ���� �, ����� is called uni-
modular if it has an inverse ������ ∈ ���� �, �����. 

Every right or left unimodular matrix ����� or ����� may be 
obtained as a product of the corresponding elementary 
matrices from Definition 3. 

In order to find the gcld, one may use the left Euclidean 
division algorithm, see [6]. For given two polynomials ����� 
and ����� with ���������� � ���������� there exist unique 
polynomials ����� and ����� such that 

����� � ���������� � �����,         ���������� � ����������� 
Using the left Euclidean division algorithm, after � � 1 steps, 
one obtains ����� � ������������ � ������� for � � �,… , � � � 
and ������� � ������������. Hence the gcld of 	����� and 
����� is �����. Moreover, eliminating polynomials 
�������, … , ����� we get the Bézout identity, i.e. there exist 
polynomials ����, ���� ∈ ���� �, �� such that 	��������� �	��������� � 	�����. Note that the right Euclidean division 
algorithm can be defined in a similar manner. 

2. Jacobson Form 

For ���� ∈ ���� �, ����� one can find elementary row and 
column operations corresponding to multiplication by uni-
modular matrices �������� and ��������, respectively, such 
that 

�������������� � Λ���,  (9) 

where Λ��� � ����������, … �����, 0, … ,0�, and ����� ∈���� �, �� are unique monic polynomials obeying a property 
that ������� is divisible by �����, ����� � �������, i.e. there 
exist ����� ∈ ���� �, �� such that ������� � ����� � ����� for 
all � � 1,… , � � 1. The matrix Λ��� is called the Jacobson 
form of ����, and ����� are called the invariant polynomials 
of ����, see [22]. 

Suppose ���� ∈ ���� �, ����� is a transfer matrix whose 
entries are assumed to be in the irreducible form, i.e. with-
out common left factors in the corresponding numerators 
and denominators, and write it in a standard form 

���� � ������������,  (10) 

where the matrix ���� ∈ ���� �, ����� is a polynomial matrix 
and ���� is the monic least common left multiple (lclm) of 
the denominators of all entries of ����. Then, ���� �
�������� is a polynomial matrix that can be transformed 
into the Jacobson form as above. 

2.1 The main Algorithm 

The algorithm, presented below, allows transforming the 
matrix ���� into the Jacobson form. Consider the matrix 

���� � �
������ � ������⋮ ⋱ ⋮
������ � ������

� 

in the ring ���� �, �����. 

Step 1. � �� 1. 

Step 2. Find ������ � 0 for � � �,… , � and � � �,…� with 
the lowest degree and, using operation (i) from Definition 3, 
put it on the position ��, ��. 
Step 3. Using elementary column (item (a)) and row (item 
(b)) operation (iv) from Definition 3, 

a. replace the elements ������ and ������ for 
� � � � 1,… ,� with their gcld and zero, respec-
tively. This operation can be implemented by solv-
ing the following equations 

������������ � ������������ � ������, (11) 

������������ � ������������ � 0  (12) 

with respect to 	������, ������, ������ and 	������, 
and multiplying ���� from the right by the elemen-
tary matrix ����� ���, which can be constructed as 
follows. Create � �� identity matrix and put the 
elements 	������, ������, ������ and 	������ on the 
positions ��, ��, 	��, ��, 	��, �� and 	��, ��, respec-
tively. Making �� � �� replacements specified 
above, we transform the matrix 	���� into the new 
matrix with ������ � ������, ��,������ � � �
������ � 0 and some new elements ������ for 
� � � � 1,… , � and � � �,… ,� obtained after multi-
plication 	���� by the respective matrix  ������ �
���,���� ��� � � � ����� ���. 

b. replace the elements ������ and ������ for 
� � � � 1,… , � with their gcrd and zero, respec-
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tively. The previous operation can be implemented 
by solving the following equations 

������������ � ������������ � ������, (13) 

������������ � ������������ � 0  (14) 

with respect to 	������, ������, ������ and 	������, 
and multiplying ���� from the left by the elemen-
tary matrix ����� ���, which can be constructed as 
follows. Create � � � identity matrix and put the 
elements 	������, ������, ������ and 	������ on the 
positions ��, ��, 	��, ��, 	��, �� and 	��, ��, respec-
tively. Making �� � �� replacements specified 
above, we transform the matrix 	���� into the new 
matrix with ������ � ������, ����,���� � � �
������ � 0 and some new elements ������ for 
� � � � 1,� ,� and � � �,� , � obtained after multi-
plication 	���� by the respective matrix  ������ �
�����,�� ��� � � � ����� ���. 

However, in the course of doing this, nonzero entries may 
reappear in the �-th row of the matrix ����, and one has 
then to repeat Step 3. Note that at each iteration the number 
of divisors of the element 	������ reduces, and therefore, in 
a finite number of steps the �-th row and column become 
zero. The latter means that after a finite number of consecu-
tive steps one will obtain the matrix with ������ � ������ 
and other entries in the �-th row and column equal to zero. 

Step 4. If � � �����,�� � 1, then � �� � � 1 and go to Step 
2, otherwise go to Step 5. 

Step 5. If � � �, then go to Step 6, otherwise depending 
whether � � � or � � �, one has to execute additional 
�� � �� or �� � �� operations over the last column(s) or 
row(s) described in Steps 3(a) or 3(b), respectively. 

Step 6. Consider the elements of the main diagonal 
������, � , ������. Here, the following two cases are possible: 

a. If the divisibility property holds for all pairs ������ ∥������ for 1 � � � � � �, then go to Step 7. 

b. If the divisibility property does not hold for some 
pair of elements ������ and ������with 1 � � � � �
�, i.e. ������ ∥ ������, then, using row operation (iii) 
from Definition 3, the matrix ���� has to be trans-
formed into a new matrix with element ������ on 
the position 	��, �� by adding the �-th row to the �-th 
row. After that, execute again all Steps 2-5 with 
modified matrix ���� and � � �. The main idea of 
this transformation and the subsequent executing 
of the steps 2-5 consists in replacing the element 
������ by ���� �������, ������� or 

���� �������, �������, respectively, obeying a divi-
sion property ������ ∥ ������. 

Step 7. End of the Algorithm. 

Remark 2: Equations (11) and (13) are Bézout identities 
and can be solved using the left and right Euclidean division 
algorithm, respectively. Besides, equations (12) and (14) are 
the right and left Ore conditions, respectively. For example, 
for (14) it means that there exist ������, ������ � ���� �, �� 
such that  ������������ � �������������  holds. 

We have implemented the algorithm for computing Jacob-
son form in Mathematica package NLControl. However, it 
should be mentioned that even for the very simple examples 
calculations become extremely complex. Note that in our 
calculations, we have to simplify the obtained expressions 
using the relations, defined by the system equations (1) as 
well as those, obtained from (1) by taking the delta deriva-

tives. If not done, the computations may lead to erroneous 
result. 

Example 1: Consider the system described by the input-
output equations 

����� � ���1 � ��∆� � ��∆��� � ���∆� � ��   

��∆ � ���� � ��    (15) 

First, we compute, according to Definition 2 and using the 
property (i) from Proposition 1, the transfer matrix of the 
system (15) 

���� �
�
�
�
���� � ��∆ � 1
�� � ���� � ��∆

1
��� � ���� � ��∆��

� � ��
1

�� � �� �
�
�. 

Since the lclm of all the denominators in ���� equals to 
�� � ���� � ��∆, multiplying numerators of the elements 
�������, ������� by � from the left, decomposition (10) for this 
example takes the form 

���� � ��� � ���� � ��∆��� � ���
�� � ��∆ � 1 �1
���� � ��∆ ���. 

Obviously, the element ������ � �1 is that of the lowest 
possible degree of ���� and, after permuting the rows and 
columns, i.e. multiplying ���� by the corresponding elemen-
tary matrix4 

����� � �0 1
1 0� 

from the right, we obtain 

���� � ��1 ���� � ��∆ � 1
�� ���� � ��∆ �.  (16) 

Next, one can easily check that ��� �� ��������, ���� � 1. 
After solving equations (11) and (12), corresponding to this 
example, i.e. the equations 

��1� � ������ � ����� � ��∆ � 1� � ������ � 1, 
��1� � ������ � ����� � ��∆ � 1� � ������ � 0, 

we obtain ������ � �1, ������ � ���� � ��∆ � 1, ������ �0, ������ � 1. According to Step 3(a), we construct the ma-
trix 

����� ��� � ��1 ���� � ��∆ � 1
0 1 � 

and multiply (16) by it from the right to get 

� 1 0
� � ���� �� � ����∆� � ��� � 1�� � ����� � ��∆�. (17) 

Again, one can check that ��� �� ��������, ���� � 1. There-
fore, solving equations (13) and (14), i.e. the equations 

������ � 1 � ������ � � � 1, 
������ � 1 � ������ � � � 0, 

we obtain ������ � 1, ������ � 0, ������ � ��, ������ � 1. 
According to Step 3(b), we construct the matrix 

����� ��� � � 1 0
�� 1� 

and multiply (17) by it from the left to obtain 

Λ��� � �1 0
0 �� � ����∆� � ��� � 1�� � ����� � ��∆�. 

                                                           
4 In order not to mislead the reader, note that not all the operations 
listed in Definition 3 have been used in this example, but only those 
that correspond to the cases � � 1 and � � �. 
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Due to the fact that the number of rows of ���� equals to the 
number of its columns, one can directly go to Step 6. Obvi-
ously, the division property ����� � ����� holds. Finally, 
decomposition (9) of ���� is 

Λ��� � ����� ������������� �������� ���. 

Conclusions 

In this paper we have suggested a detailed algorithm for 
computation of the Jacobson form of the polynomial matrix 
associated with the transfer matrix describing the multi-input 
multi-output nonlinear control system, defined on homoge-
neous time scale, using the theory of skew polynomials. In 
addition, we adapted the algorithm given in [9] for the case 
of the nonlinear control systems defined on homogeneous 
time scale. Notice that, using previous experience with 
Mathematica program, we implemented our results in 
NLControl package. However, the algorithm is presented in 
a form that can be easily implemented by any programming 
language. 
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Data Management Architecture for 
Tele-operated UAV System  

Pavol Bahník, Jakub Pilka 

Abstrakt  
Nowadays, more frequently than ever, the unmanned aerial vehicles (UAVs) are 
used effectively as mobile sensor platforms. The UAV system equipped with an 
airborne camera and special sensors is a valuable source of various, important 
information helping to build an actual overview of an environment. It can take place 
like an observer in disaster situations as well as a special mobile monitoring device 
which is able to collect required data from a predefined area. This paper introduces 
our approach to design effective data management architecture to be able to mana-
ge, reliably distribute and represent different types of measured data with taking 
many aspects and limitations of the tele-operated UAV system to consideration.  

Kľúčové slová: UAV, communication, data flow, data representation, 3D scan, laser 
scanner  

 
INTRODUCTION   

In the last few years various UAV systems became very 
popular as an effective platform to observe particular areas 
and collect the data using specific sensors. The UAVs enab-
le us to obtain a bird’s eye view of the environment, having 
access to areas, where often only incomplete and inconsis-
tent information is available. To get actual and precise in-
formation or data from a desired place is important in many 
situations of a modern crisis management or plenty of in-
spection or data acquisition tasks. Proper utilization of col-
lected data usually varies according to the purpose of the 
required mission of the UAV system. The main task of the 
mission normally forces to use specific, narrow focused type 
of sensors that need to be carried by the UAV. For this rea-
son we decide to develop a modular, service based data 
management architecture, which can provide all desired 
functionality to complete the mission successfully and enab-
le the operator to control the UAV system reliably and com-
fortably. 

Management and distribution of data provide an interesting 
field of research in different domains, ranging from hardware 
architecture over communication and network architecture, 
resource awareness to categorization, deployment, flow 
control and representation of data. 

OVERVIEW OF OUR UAV SYSTEM FUN-
CTIONALITY AND LIMITATIONS 

At our department we are focused on the development of an 
autonomous flying airship. We use a robotic airship (BLIMP) 
filled with helium which is 9 meters long with maximal 2.5 
meters diameter and its payload is about 5 to 6 kilograms. 

The required task of the mission has a big influence on the 
desired functionality of an UAV system. The functionality of 
an UAV system and its data management architecture from 
various aspects could be split into several levels. 

The first and base level of the main functionality of an UAV 
system and its data management architecture is of course to 

provide the possibility to be controlled by the operator during 
the flight. This requirement is closely coupled with commu-
nication capabilities and the on-board autonomy of the sys-
tem. Depending on the increasing on-board autonomy there 
appear three possible control modes. 

 
 Remote Control 
 Teleoperation 
 Automatic mode 
 

 
Fig. 1 Robotic Airship during a field test in Hemer, Ger-
many, 2009  

In the remote control mode the data management architec-
ture provides to transmit primer and necessary data or 
commands from the operator to UAV’s actuator system. In 
this case the level of autonomy is very low and the operator 
has to control the UAV manually using a remote control. 
This flying mode delivers many constraints depending on a 
potential application of the UAV. In our case one of the main 
limitations is that controlling the airship manually via remote 
control is a quiet difficult task for the pilot. It assumes to 
have some skills to keep the airship flying smoothly by ro-
ugh weather conditions. Moreover the airship has to be 
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visible for the pilot permanently during the flight. On the 
other hand this type of control is useful for some maneuvers 
which could be problematic for the autonomous control 
algorithms as well as a very important backup control sys-
tem by any unexpected failure of the on-board systems. 

The teleoperation mode increases the on-board autonomy 
into a semi-autonomous control, which means that the ope-
rator is able to control the UAV via joystick with support of 
basic automatic control algorithms to assure the desired 
course and altitude during the flight. The operator doesn’t 
need to promptly react on each disturbance appeared du-
ring the flight and doesn’t need to keep a visual contact with 
the UAV as well. It effects also the data management archi-
tecture, because it is necessary to deliver and intuitively 
represent an information of the actual position and many 
additional information from UAV’s sensor system, which can 
give the operator feedback and a better overview of the 
environment. In this mode it is very important to provide and 
keep reliable communication with low latency between the 
UAV and the operator, because the system is usually not 
able to make any decision itself.  In fact many UAV systems 
are working properly on semi-autonomous mode of control, 
because it enables them to complete many types of mis-
sions successfully.  

The full automatic mode is the highest level of autonomy. 
The autonomy of an UAV relieves the operator of controlling 
the UAV and enables him to concentrate just on the main 
task of the mission. The operator just pickups the desired 
points to fly, the system calculates a flight path and flies it 
over. In this mode the control system is enhanced with a 
supervisory control and decision algorithms with support of 
various integrated modules like a path planner and collision 
avoiding algorithms. Although all information, which give a 
feedback for the operator like an actual position, are still 
important, this level of autonomy allows the system to make 
some pre-programmed decision by itself. With the support of 
a more advanced on-board intelligence, a short communica-
tion delays or disconnections between the UAV and base 
station communication does not necessary lead to any criti-
cal situation or damage of the UAV. Such a sophisticated 
control system enables the UAV to be applied in some kind 
of missions, where the capability of low latency communica-
tion is limited or restricted. On the other hand, in this mode 
various HW and SW modules are coupled together. These 
modules normally depend on each other and for the correct 
functionality of the whole system the effective exchange of 
actual data or the event messages between these collabora-
tive modules is one of the major challenges for the data 
management architecture. 

The second level of the functionality of an UAV system and 
its data management architecture is to enable the whole 
system to fulfill the required task of the mission successfully. 
As we mentioned in the introduction part of this paper, gene-
rally the tasks could be focused on monitoring some areas 
like an observer or any data acquisition tasks. For the data 
management architecture it usually means that various 
additional data from third-party sensor systems need to be 
transferred online to some operation centre or collected to 
be post-processed and analyzed after the mission. Our 
department was a member of two research projects: Inter-
national mine detection and removal (iMR) and International 
forest fire combat (iWBB).  

In the first project the role of our airship was to be used as 
an inspection vehicle to ensure the total destruction of mi-
nes by a high-energy laser system. Therefore, it was equip-
ped with a remote camera system [1]. This camera system 
is able to stream the video signal online to the base station 
and even to remote control the camera’s viewpoint by the 
operator.  

 
Fig. 2 The view on a destroyed dummy landmine which 
is captured by the on-board camera system during a 
test flight in Hemer, Germany, 2009 

In the second project our airship was used as a mobile sen-
sor platform for the third-party heat, smoke, gas detection 
and pollution monitoring sensoric systems. Another impor-
tant aspect of our research was the establishment of redun-
dant communication links between the airship and the base 
station, and to create a data interface to the project opera-
tion centre [2].   

The airship equipped with such a sensoric system is a valu-
able source of information about the actual situation for the 
firemen.  

 
Fig. 3 The detection and monitoring of fire using the 
third-party sensoric system during the test flight in 
Hemer, Germany, 2010 

As you can see in Figure 3 the airship was measuring data 
using these sensors to detect and monitor the fire. These 
data were online transferred to the project operation centre 
using the communication link of the airship’s communication 
system. 
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Fig. 4 Schematic of the data flow between the airborne 
sensoric system and the operation and data processing 
centre located on the ground. 

SYSTEM ARCHITECTURE AND ENGINEE-
RING TRADEOFFS 

During the design of our system architecture some limita-
tions have to be taken to consideration. Our airship is powe-
red by electric energy. The source of this power is just the 
battery system of the airship. Minimizing the power con-
sumption of all embedded systems is a strict requirement, in 
order to save the energy that could be used to power the 
airship actuators and to maximize the time of flight as much 
as possible. The second very important limitation is the 
restricted payload of the airship.   

The primary components of the hardware platform consist of 
a few modules. The first module represents an appropriate 
pre-designed control board with a DSP processor to handle 
a low level control of the airship in real-time. It has very low 
power consumption and it is optimized to minimal size and 
weight. Moreover it enables a rapid prototyping using the 
Matlab development environment. It includes the navigation 
system, which couples various sensors like GPS and an 
inertial measurement unit (IMU), which uses a combination 
of accelerometers and gyroscopes. This board is the main 
source of telemetric data for the operator as well as the 
superior system to process his commands. It is the most 
important node in the data management architecture. 

 
Fig. 5 The primary components of the hardware plat-
form. 

The next module is the embedded PC 104 board, which is 
dedicated to manage the data flow control and reliable dis-
tribution of data between all the collaborative modules and 
the base station on the ground. It is based on the Intel x86 
processor architecture and uses a 500 MHz AMD Geode 
processor with 1 GB of RAM. The system uses a 32 GB 
compact flash card (CF) for storage and has many HW 
interfaces like dual Ethernet, RS232 or USB ports, to be 

able to connect additional third-party sensors or devices. 
This platform is a balanced trade-off between the needed 
resources and power consumption. Nowadays mostly ex-
panding boards are based on Intel Atom platform with more 
resource capability, but usually coupled with higher power 
consumption. For the purpose of a data flow manager, 
communication router and data collector we rather took the 
less powerful variant.  

The base station, as an airship operator centre, is located 
on the ground. This module consists of a powerful mobile 
workstation PC equipped with pre-developed SW modules 
to keep the reliable communication between the airship and 
the base station and a special control panel module for the 
airship. 

Our last tested additional module is the laser scanner UTM-
30LX produced by Hokuyo Automatic CO., LTD. It is a rela-
tively small type of a laser scanner. It weights just about 210 
grams and its power consumption is less than 8 W, so it is 
an ideal device for a middle-sized UAV like our airship. It is 
intended to be used for the purpose of making 3D scans of 
the environment the airship is flying over and for obstacles 
detection, as an information source for the collision avoiding 
algorithms. 

CATEGORIZATION AND DEPLOYMENT OF 
DATA 

By design of data management and communication archi-
tecture for tele-operated UAV system it is very important to 
specify all the data sources. The main source of data is of 
course the navigation system of the airship which delivers 
information of the actual position, altitude, orientation and 
velocities of the airship. As a second source of information 
and event messages the control panel module is located on 
the base station. It fires control commands and event mes-
sages from the operator to the airship’s on-board control 
system.  

 
Fig. 6 Schematic of the data relations between the sys-
tem components. 

The next source of valuable information is the battery and 
actuator system status observer that gives an information of 
the actual battery capacity, voltage, current and propellers 
rpm. Other sources of data are also the laser scanner sys-
tem and third-party sensoric systems, which usually use our 
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communication platform just to transfer or collect measured 
data. 

We can categorize the data to different types based on their 
utilization. Some applications like navigation and control 
system need to execute their calculations in real-time. For 
these applications a continuous exchange of their data in 
real-time is necessary. This real-time requirement is realized 
by joining and executing these application modules on the 
same real-time platform.  

Real-time delivery: Some applications require that a messa-
ge must be delivered within a specified time, otherwise the 
message becomes useless or its information content is 
decreasing after the time bound. [4] 

Another type of data represents event based messages. 
These messages can be usually invoked by the operator 
like a control or setup commands, path-planner recalculated 
flight-points or any obstacle detection event fired by collision 
avoiding system. These messages usually don’t appear in 
every real-time sample, but a low latency delivery is neces-
sary to keep their relevancy. Moreover their delivery status 
has to be checked. This approach is used also for the main 
exchange of information between airship on-board systems 
and the base station on the ground. 

The next type of data is usually collected and stored on a 
storage device of the PC 104 board. These data are further 
used for post processing and analysis. The source of these 
data is the laser scanner system and any third-party senso-
ric system. It often handles large amounts of data. In some 
cases it is required to transfer these data online to the base 
station or any mission operation centre on the ground. In 
this case the communication link needs to handle larger 
amounts of data, but the low latency by data delivery is not 
critical. 

FLOW CONTROL AND REPRESENTATION 
OF DATA 

In the previous few sections the primary requirements and 
constraints of data management architecture, system archi-
tecture and data categorization have been discussed. But 
the most important part of data management architecture is 
to provide a reliable communication between all of these 
collaborative modules. This capitol explains the main con-
cept of the communication architecture.   

Communication Architecture 

In the beginning several communication approaches have 
been tested to find out the best results. The main criteria of 
a wireless network structure are reliability of a communica-
tion channel, communication range, baud rate and latency 
by transferring data packets. Moreover all the devices have 
to be certified by European Regulations.  

The ad-hoc network structure was chosen as the first com-
munication approach. In this case the network is decentrali-
zed and does not rely on a pre-existing network infrastructu-
re. Communication between the nodes in the network is 
realized just like a point-to-point data link. This type of wire-
less network structure fits the requirements of communica-
tion architecture for the UAV system, because there are just 
two nodes which need to communicate with each other. It is 
the communication node located on the base station on the 
ground and the on-board communication node of the UAV 
system. As the first type of wireless network a popular Wi-Fi 
IEEE 802.11 b/g standard transmitting in the 2.4 GHz frequ-
ency band with allowed transmit power of 100 mW has been 
chosen. Several tests have been realized to prove our main 

criteria. The best result was the baud rate around 10 Mbit/s 
and very low latency by transferring data packets, but even 
in the line of sight the communication range was just about 
a 100 to 190 meters by using 9 dB Omni-directional anten-
nas. As a second difficulty by using this wireless network 
type appears a problem with the reliability of a communica-
tion channel. After disconnection caused by coming out of 
the communication range and returning back into it, the Wi-
Fi device was not able to establish the communication link 
before reaching a very near bound of about a 50 meters 
from base station. It means that a save operation area for a 
flying UAV to keep reliable communication channel has to 
be restricted even to a half of the available communication 
range. As a second type of wireless communication a radio-
modem transmitting in ISM 868 frequency band with 250 
mW transmit power (by European regulations is allowed up 
to 500 mW) was applied. During some tests the same crite-
ria have been evaluated. In this case the baud rate was just 
28.8 kbit/s with latency about 120 to 250 ms, but the com-
munication range in the line of sight was about 1500 meters 
by using 5 dB Omni-directional antennas. The reliability of 
the communication channel was excellent. 

 
Fig. 7 Schematic of the Communication Architecture. 

For the second approach we decided to use an already 
existing network infrastructure of the Universal Mobile Tele-
communications System (UMTS). This type of 3G network 
infrastructure is nowadays provided by any mobile tele-
communication operator. The client is able to connect to 
internet using resources of this infrastructure. On the other 
hand this internet connection is provided by the telecommu-
nication operator as a paid service and there is no direct 
possibility to make a point-to-point data link. To be able to 
communicate from one UMTS network device on the base 
station to another device connected to the PC 104 board on 
the airship a virtual private network (VPN) has to be estab-
lished. For this purpose a VPN server with a public IP ad-
dress is used. The same criteria have been evaluated as 
well as in the case of ad-hoc networks. The baud rate, relia-
bility of communication channel and data delivery latency 
depends of the actual signal coverage and of network type. 
The typical values are presented in the table Tab. 1. Espe-
cially the data delivery latency varies depending on the 
actual network link capacity and of course on the delays 
caused by overhead of the necessary VPN network, which 
routes the data via VPN server.   

This type of network connection is in our communication 
architecture primary used as a redundant communication 
channel. So the whole communication architecture, illustra-
ted on the figure 7, consists of the communication channel 
based on point-to-point communication via radio-modem, 
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and as a second redundant channel the communication via 
UMTS is used. 
 

 Downlink Uplink Latency 

HSDPA 7.2 Mbit/s 3.6 Mbit/s 100-300 ms 

UMTS 384 kbit/s 128 kbit/s 200-1000 ms 

EDGE 236 kbit/s 59.2 kbit/s 300-2500 ms 

GPRS 60 kbit/s 40 kbit/s 400-3000 ms 

 
Tab. 1 Typical downlink, uplink and latency values of 
most used GSM standards. 

Data Flow and Reliability 

The data management architecture has to manage and to 
keep reliable data flow with the base station using the pre-
designed communication architecture. Various data have to 
be routed via these two communication channels by specific 
criteria. The very important telemetric data, control com-
mands from the operator with a higher priority needs to be 
transferred with low latency. These information and messa-
ges are usually smaller data-packets which are transferred 
via a point-to-point radio-modem communication channel. 
For the data, which low latency is not such a limiting factor 
like data measured by third-party sensors or large amounts 
of collected data, the second UMTS communication channel 
will be used. The UMTS communication channel will be 
used also as a backup system in situations by radio-modem 
communication interruption. The pre-developed data router 
manager handles this functionality. The data flow between 
the components is realized as a service oriented architectu-
re (SOA). It is based on a pre-developed lightweight proto-
col applied mainly over TCP protocol, so it uses primary a 
TCP socket interface. 

When some component needs a functionality not provided 
by itself, it asks the system for the required service. If other 
component of the system has this capability, their location 
will be provided and finally the client component can con-
sume the service using the common interface in the provider 
component. The interface of a SOA component must be 
simple and clear enough to be easily implemented in diffe-
rent platforms both hardware and software. [3] 

On the base station is also a pre-developed data hub server 
as a service provider for multiple clients located on the gro-
und: like control panel component on the base station or any 
third-party clients, which use a service to become the data 
from its sensoric system located on the airship as it is illus-
trated on the figure 4. The data hub server checks also a 
delivery status of each message and control the network 
delay measuring the message delivery with time constraints.   

Data Representation 

The next challenge for the data management architecture is 
the effective and intuitive representation of distributed data 
for the operator. For this purpose a special control panel 
module for the airship as a graphical user interface (GUI) 
has been developed. It is the important module in the sys-
tem architecture used for interaction between the operator 
and the airship.   

The control panel provides the input and output capabilities. 
The input functionality allows the operator to control the 
airship. It enables him to select the airship control mode, 
setup some system options. The output functionality provi-

des the indication of important data like information of the 
actual position, altitude and orientation of the airship. 

 
Fig. 8 GUI of the airship’s control panel module. 

For a better overview for the operator the airship orientation 
is visualized with the help of a three-dimensional virtual 
reality model. The actuating signals are indicated as well as 
the information of the airship systems and batteries state. 
There is also a possibility to record the measuring data 
using the pre-developed data acquisition module.  

The actual position is displayed in the two-dimensional (2D) 
map, which is geo-referenced in Universal Transverse Mer-
cator (UTM) geographic coordinate system. It is a very prac-
tical grid-based 2D Cartesian coordinate system. The posi-
tion on the Earth is referenced in the UTM system by the 
UTM zone, and the easting (E) and northing (N) coordinate 
pair. [7]  

The navigation system of the airship calculates the actual 
position in local north, east, down (NED) coordinates as it is 
illustrated in Figure 9. 

 
Fig. 9 NED Coordination system. 

This local coordinate system needs to be referenced to 
specify its location on the surface of the Earth. For this pur-
pose the navigation system sets the reference location in 
Earth-Centered-Earth-Fixed (ECEF) conventional terrestrial 
coordinate system and this information is sent to the control 
panel. The reference point is displayed on the map of the 
control panel. The transformation from ECEF coordinate 
system to UTM is necessary. As a first step the position 
needs to be converted from ECEF to geodetic coordinates 

WGS84 (latitude , longitude , height h) using the Kaplan 
algorithm. Afterwards the conversion from geodetic coordi-

nates (latitude , longitude ) to UTM coordinates pair 
(E,N) and the UTM zone is calculated. 
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3D SCANNING OF THE EARTH SURFACE BY 
A LASER SCANNER 

A typical data acquisition task for our airship could be a 
scanning of the Earth’s surface by a laser scanner. The 
laser scanner is an additional sensor installed on-board. A 
basic principle is based on measuring the distance of the 
scanned points from chosen reference point that is usually 
placed over the surface. Knowing its exact position and 
having a possibility to measure its distance precisely to all 
points of the scanned surface and direction of the measu-
rement, it is possible to calculate exactly their positions. 

Choice Of The Measurement Method 

A 3D scanning of the surface based on reflection of waves 
can be carried out in several ways: By sonar using ultraso-
nic waves, or by radar working with electromagnetic waves. 
The distance from a reference point may also be determined 
using stereoscopy, whereby it is evaluated by comparing 
two pictures of an object made from two reference points. 
This leads to different angles of view. Precision of all these 
systems is given by the used wave lengths and by their 
propagation. Systems like sonar have a relatively slow res-
ponse speed and a relatively low resolution not enabling to 
see details of the scanned surface. A reasonable improve-
ment was brought by laser technology guaranteeing high 
linearity of the ray movement, its fast speed (above 300 000 
m/s) and measurement of details in range of millimeters.  

By scanning the Earth’s surface, the resulting precision 
depends highly on precision of the reference point localiza-
tion and orientation of the beam. The final resolution will 
directly depend on the density of emitting and orientation of 
the beams. 

Measurement Principle 

Assume a laser device emitting laser beams oriented in 
a plane. That means that this system is able to scan just 
information about a curve lying in this plane. When wishing 
to scan the entire space, such scan must be repeated in 
infinitely many other planes. In order to get stereoscopic 
information the measurement must be repeated at least 
from one additional place. Such a measurement can e.g. be 
based on a translation movement, when the laser moves its 
reference position and the beam falls to the surface from 
other reference positions. 

 
Fig. 9 Earth’s surface scanning illustration by a laser 
scanner. 

During the measurement, the reference position and orien-
tation of the beam must be measured in order to enable the 

calculation of the points of reflection. This information is 
usually achieved by a measurement and recording system  
completing the laser measurement by information about the 
laser reference position in 3D coordinating system [x,y,z], as 
well as angular orientation of the beam in all three axes X, 
Y, Z denoted usually as Roll, Pitch, and Yaw. 

Data Identification 

For this task two frames are given: navigation frame (FRA-
ME) and body frame (BODY). Data acquisition is considered 
in body frame. For following representation of measured 
data, they have to be transformed into a global navigation 
frame. 

 
Fig. 10 Illustration of the coordinate systems BODY and 
FRAME. 

The body frame may freely move and rotate in the naviga-
tion frame, i.e. it may change the coordinates of its origin in 
navigation frame, as well as orientation of its axes. The 
navigation frame is usually considered to be static. 

While scanning laser beams are emitted with the origin 
placed to the origin of body frame [0,0,0]. 

 

 
Fig. 11 Scanning principle.  

These always lie in a plane YZ. After being reflected by the 
Earth’s surface, its points are calculated according to: 

 (1) 

 (2) 

d – Measurement of the scanned point from laser. 

α – Angle between zero reference position and the emitted 
beam. 

Under zero reference position we will understand beam 
orientation parallel to axis Z, i.e. vertically to the Earth in 
direction of –Z. While looking into the X direction, deviation 
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from the zero position do the right means deviation under 
a negative angle α. Deviation to the left corresponds to 
positive angles. This sign convention enables an easy cal-
culation of Y coordinates. For such a measurement, the first 
X-coordinate will be zero, i.e. the measurement will be re-
presented as [0,y,z]. 

Known coordinates in body frame are necessary to trans-
form into navigation frame coordinates. The coordinate 
transformation is calculated by means of the direction cosi-
ne matrix (DCM). The DCM matrix performs the coordinate 
transformation of a vector in navigation frame axes (ox0, 
oy0, oz0) into a vector in body frame axes (ox3, oy3, oz3). 

 
 (3) 

In the case of 3D space there exist in principle 12 different 
options how to describe a general body orientation by a 
sequence of three rotations. It could be demonstrated that 
the rotation according to X (Roll) axis, then with respect to 
Y(Pitch) axis and finally with respect to Z(Yaw) axis is diffe-
rent from that one with the same rotation in Roll, Pitch and 
Yaw carried out in different order. DCM transformation mat-
rix is defined by combination of three axis transformation 
matrices M(X), M(Y), M(Z). 

In our case the rotation angles in body frame are known and 
we need to carry out the inverse transformation into the 
navigation frame coordinates. This can be done according 
to: 

 
 (4) 

By translation movement of the body frame origin, the trans-
formation is calculated as follows: 

 (5) 

In the navigation frame the points are recorded in a way that 
corresponds to their position within the scanned surface. 

System Implementation 

The type of used laser scanner was briefly described in the 
section 3. Up to now a few first tests have been done mostly 
in laboratory conditions. The laser scanner enables a mea-
surement in the range from 30 to 60 meters (m). The final 
results depend on the surface reflection capability, whereby 
precision given by the producer is for measurement up to 10 
m in range of 0.03 m, and for measurement up to 30 m in 
the range up to 0.05 m. The first statement was partially 
confirmed by a measurement repeated several times in 
laboratory conditions, whereby the maximal difference of 
two measured samples was 28 mm. Of course, this does 
not yet guarantee the absolute measurement precision, but 
characterizes repeatability of the measurement. 

During the tests the laser scanner was installed 1.35 m over 
the surface on a moving platform which enables to control 
the translation in axis X. The position x values in body frame 
X axes was incrementally preset in range of -0.9 m up to 0.9 
m. Laser beam was emitted in the plane YZ. 

  
Fig. 12 Results of the measurement precision for 33 
realized experiments. 

Pitch was changed in the range from -32° up to 32°. It cor-
responds to changes of Y value within the range from -0.81 
m up to 0.81 m for the given distance of the body frame 
origin respectively laser scanner over the scanned surface. 
These tests were carried out by scanning two boxes and 
one box with banked surface and decreasing height from 
0.245 m, 0.18 m to 0.075 m. The results, displayed in Figure 
13, illustrate a relatively correct reproduction of the scanned 
surface distorted partially by the measurement noise. For 
noise elimination some various filtration procedures may be 
applied. 

 
Fig. 13 Results of scanning. 

The determination of the laser position, respectively the 
body frame origin and its rotation angles (roll, pitch, yaw), 
has a dominant influence on the final measurement preci-
sion. 

CONCLUSION 

This paper has introduced our approach to design a modu-
lar, service based data management architecture for our 
UAV system, in our case the robotic airship, to provide the 
data management and routing as well as a reliable distribu-
tion of information between all the collaborative system 
modules. For this purpose the system and communication 
architecture has been described. As a very important com-
ponent of the complex system the control panel module for 
intuitive data representation and control has been develo-
ped. Such architecture enables to establish a robust com-
munication structure, comfortable control capability for the 
operator and even to provide a service based interface for a 
mission operation centre with an opportunity of online distri-
bution of important data from the airborne sensoric system 
as a valuable source of information. The main constraints 
and experiences by the design and practical experiments 
have been mentioned as well. The most valuable experien-
ces were gained by fulfilling the major tasks in our two rese-
arch projects, where design and development of the archi-
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tecture was formed by the real constraints and problems, 
which appear during the tests. 

As a future work some enhancement of communication data 
flow and a more robust reliability are planned. The commu-
nication structure could be used as a source of information 
to any leashing algorithms.  

Leashing is then performed by having the robot react to low 
message rates by moving towards the base in order to im-
prove the communication. [5] 

The data throughput by a communication channel with low 
band rate like our radio-modem data link could be enhanced 
by any real-time data compression methods.   

Huffman style compression scheme exploits temporal locali-
ty and delta compression to provide better bandwidth utiliza-
tion, thus reducing latency for real time applications. [6]   

The next interesting mission for our airship is a 3D scanning 
of the Earth surface by the additional sensor system: the 
laser scanner. The last section introduces the measurement 
method and our first results in this problem. 
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Abstract 

Nowadays, more frequently than ever, the unmanned aerial 
vehicles (UAVs) are used effectively as mobile sensor plat-
forms. The UAV system equipped with an airborne camera 
and special sensors is a valuable source of various impor-
tant, information helping to build an actual overview of an 
environment. It can take place like an observer in disaster 
situations as well as a special mobile monitoring device 
which is able to collect required data from a predefined 
area. This paper introduces our approach to design effective 
data management architecture to be able to manage, reliab-
ly distribute and represent different types of measured data 
with taking many aspects and limitations of the tele-
operated UAV system to consideration. 
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Digital Self-tuning Smith Predictor 
Based on Pole Assignment  
Approach  
 

Vladimír Bobál, Petr Chalupa, Petr Dostál, Michal Brázdil 

Abstract  
Time-delays (dead times) are found in many processes in industry. Time-delays are 
mainly caused by the time required to transport mass, energy or information, but 
they can also be caused by processing time or accumulation. The contribution is 
focused on a design of algorithms for self-tuning digital control for processes with 
time-delay. The algorithms are based on the some modifications of the Smith Predic-
tor (SP). One modification of the SP based on the digital PID controller was applied 
and it was compared with new designed modification based on polynomial (pole 
assignment) approach. The program system MATLAB/SIMULINK was used for 
simulation verification of these algorithms. 

Key words: Time-delay, Smith predictor, Self-tuning control, ARX model, Recursive 
identification, Pole assignment   

 
Introduction 

Time-delays appear in many processes in industry and 
other fields, including economical and biological systems 
(see [1]). They are caused by some of the following pheno-
mena: 

 the time needed to transport mass, energy or informa-
tion, 

 the accumulation of time lags in a great numbers of low 
order systems connected in series, 

 the required processing time for sensors, such as ana-
lyzers; controllers that need some time to implement a 
complicated control algorithms or process. 

Consider a continuous time dynamical linear SISO (single 
input  u t  – single output  y t ) system with time-delay dT . 

The transfer function of a pure transportation lag is dT se , 
where s is complex variable. Overall transfer function with 
time-delay is in the form 

    dT s
dG s G s e  (1) 

where  G s is the transfer function without time-delay. 

Processes with significant time-delay are difficult to control 
using standard feedback controllers mainly because of the 
following:  
 the effect of the disturbances is not felt until a consider-

able time has elapsed;  
 the effect of the control action requires some time to 

elapse; 
 the control action that is applied based on the actual 

error tries to correct a situation that originated some time 
before. 

The problem of controlling time-delay processes can be 
solved by some control methods using 
 PID controllers; 

 time-delay compensators; 
 model predictive control techniques. 

It is clear that many processes in industry are controlled by 
the PID controllers. When the process contains a time-
delay, the tuning of the PID controller is difficult. The most 
popular tuning rules for processes with small time-delay 
were proposed by Ziegler and Nichols 1942. Several me-
thods for new tuning rules were proposed for stable and 
unstable processes with time-delay. A presentation and 
review of some these methods are introduced in [2]. When a 
high performance of the control process is desired or the 
relative time-delay is very large, a predictive control strategy 
must be used.  

Predictor based control strategy have been used in many 
control applications. The performance of the closed-loop 
system can be improved by using a predictor structure in 
two main causes: a) when the process has a significant 
time-delay; when the future reference is known.  The predic-
tive control strategy includes a model of the process in the 
structure of the controller. The first time-delay compensation 
algorithm was proposed by Smith [3]. This control algorithm 
known as the Smith Predictor (SP) contained a dynamic 
model of the time-delay process and it can be considered as 
the first model predictive algorithm. 

Historically first modifications of time-delay algorithms were 
proposed for continuous-time (analogue) controllers. On the 
score of implementation problems, only the discrete ver-
sions are used in practice in this time. 

The majority of processes met in the industrial practice have 
stochastic characteristics and eventually they embody non-
linear behaviour. Traditional controllers with fixed parame-
ters are often unsuitable for such processes because their 
parameters change. One possible alternative for improving 
the quality of control for such processes is the use of adap-
tive control systems. Different approaches were proposed 
and utilized. One successful approach is represented by 
self-tuning controller (STC). The main idea of an STC is 
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based on the combination of a recursive identification pro-
cedure and a selected controller synthesis. Some STC mod-
ifications of the digital Smith Predictors are designed and 
verified by simulation in this paper.  

The paper is organized in the following way. The problem of 
a control of the time-delay systems is described in the Intro-
duction. The general principle of the Smith Predictor is de-
scribed in Section 1. The discretization of analogue version 
and    principle of digital Smith Predictor is introduced in 
Section 2. Two modifications of digital controllers that are 
used for self-tuning versions SPs are proposed in Section 3. 
Section 4. contains brief description of the recursive identifi-
cation procedure. Simulation configuration is presented in 
Section 5. Results of simulation experiments are summed in 
Section 6. 

1. Principle of Smith Predictor 

The principle of the SP is shown in Fig. 1. It can be divided 
into two parts – the primary  cG s  controller and predictor 
part. This algorithm was primarily designed for continuous 
time PID controller. The predictor is composed of a model of 
the process without time delay and  mG s (so called as the 

fast model) and a model of the time delay dT se . Then the 
complete process model is  

    dT s
p mG s G s e  (2) 

The fast model  mG s is used to compute an open-loop 
prediction. The difference between the output of the         
process  y t  and the model including time delay  ŷ t  is the 

predicted error  pê t  as shown is in Fig. 2, where  u t , 

 w t ,  e t and  se t  are the control signal, reference signal, 
the error and the noise. If there are no modeling errors or 
disturbances, the error between the current process output 
and the model output will be null and the predictor output 
signal  pŷ t will be the time-delay-free output of the process. 

Under these conditions, the controller  cG s can be tuned, 
at least in the nominal case, if the process had no time de-
lay.         

 
Fig. 1 Block diagram of an analogue Smith Predictor  

The Smith Predictor structure for the nominal case (without 
modelling errors) has three fundamental properties: time-
delay compensation, prediction and dynamic compensation. 

2. Digital Smith Predictor 

Although time-delay compensators appeared in the mid 
1950s, their implementation with analogue technique was 
very difficult and these were not used in industry. Since 
1980s digital time-delay compensators can be implemented. 
In spite of the fact that all these algorithms are implemented 

on digital platforms, most works analyze only the continuous 
case. The digital time-delay compensators are presented 
e.g. in [4] – [6]. The discrete versions of the SP and its mod-
ifications are suitable for time-delay compensation in indus-
trial practice. Most of authors designed the digital SP using 
discrete PID controllers with fixed parameters. However, the 
SP is more sensitive to process parameter variations and 
therefore requires an auto-tuning or adaptive approach in 
many practical applications [7, [8]. In [9], the structure of the 
discrete disturbance observer time-delay compensator is 
analyzed.  

  
Fig. 2 Block diagram of a digital Smith Predictor with 

tuning  

2.1 Structure of Digital SP 

The block diagram of a digital SP (see [4], [7], [8])  is shown 
in Fig. 2. The function of the digital version is similar to the 
classical analogue version. The block  1

mG z  in Fig. 2 

represents process dynamics without the time-delay.  The 
primary (main) controller  1

cG z  can be designed by the 

different approaches (for example digital PID control or 
methods based on algebraic approach). The outward feed-
back-loop through the block  1

dG z  in Fig. 2 is used to 

compensate for load disturbances and modelling errors. The 
dash arrows indicate the self-tuned parts of the Smith Pre-
dictor.  

Most industrial processes can be approximated by a re-
duced order model with some pure time-delay. Consider the 
following second order linear model with a time-delay 

   
 

1 1 2
1 1 2

1 21
1 21

d d
B z b z b zG z z z

a z a zA z

  
  

 


 

 
 (3) 

for demonstration of some approaches to the design of the 
adaptive Smith Predictor. The term z-d represents the pure 
discrete time-delay. The time-delay is equal to 0dT  where 

0T is the sampling period. 

If the time-delay is not an exact multiple of the sampling 
period 0T , then 0dT  represents the largest integer multiple 
of the sampling period with remaining fractional deal ab-
sorbed into  1B z  using the modified z-transformation [10].  

2.2 Identification of Time-delay 

In this paper, the time-delay is assumed approximately 
known or possible to be obtained separately from an off-line 
identification using the least squares method [11]  

  1ˆ 
 T TΘ F F F y  (4) 

where the matrix F has dimension (N-n-d, 2n), the vector y 
(N-n-d) and the vector of parameter model estimates Θ̂ (2n). 
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N is the number of samples of measured input and output 
data, n is the model order. 
Equation (4) serves for a one-off calculation of the vector of 
parameter estimates Θ̂  using N samples of measured data. 
The individual vectors and matrix in equation (4) have the 
form 

     1 2T y n d y n d y N       y   (5) 

1 2 1 2
T

n n
ˆ ˆ ˆˆ ˆ ˆ ˆa a a b b b   Θ    (6) 

     
     

     

     
     

     

1 1
1 2

1 2

1 1
1 2

1 2

y n d y n d y d
y n d y n d y d

y N y N y N n

u n u n u
u n u n u

u N d u N d u N d n

       
       

     


 



      

F





   







   



 (7) 

For the second order model (3) are these expressions e.g. 
for N =10 

     5 6 10T y y y   y   

1 2 1 2
T ˆ ˆˆ ˆ ˆa a b b   Θ  

       
       

       

4 3 2 1
5 4 3 2

9 8 7 6

y y u u
y y u u

y y u u

  
     
 
   

F
   

 

Consider that model (3) is the deterministic part of the sto-
chastic process described by the ARX (regression) model 

   
       

1

1 1

1
d

s

B z z
y k u k e k

A z A z

 

 
   (8) 

where  se k is the random nonmeasurable component. 

The ARX model (8) can be expressed as a stochastic differ-
ence equation 

     
     

1 2

1 2

1 2

1 2 s

y k a y k a y k

b u k d b u k d e k

     

      
 (9) 

The vector of parameter model estimates is computed by 
solving equation (4)  

  1 2 1 2
T ˆ ˆˆ ˆ ˆk a a b b   Θ  (10) 

and is used for computation of the prediction output  

     
   

1 2

1 2

1 2

1 2

ˆ ˆ ˆy k a y k a y k
ˆ ˆb u k d b u k d

     

    
 (11) 

The quality of ARX model can be judged by the prediction 
error, i.e. the deviation 

     ˆ ˆe k y k y k   (12) 

The prediction error plays a key role in identification of re-
gressions model parameters derived from measured data. It 
is important for selecting the structure (order) of the regres-
sion model and a suitable sampling period. The quality of 
the model is also judged by the purpose for which it is used. 

In this paper, the prediction error was used for suitable 
choice of the time-delay 0dT . The LSM algorithm (4) – (7) is 
computed for several time-delays 0dT and the suitable time-
delay is chosen on the based of quality identification by 
using  prediction error (12). 

3. Algorithms of Digital Smith Predictors 

3.1 Digital PID Smith Predictor (PIDSP) 

Hang et al. [8], [12] used to design of the main controller 
 1

cG z  the Dahlin PID algorithm [13]. This algorithm is 

based on the desired close-loop transfer function in the form 

 1
1

1
1e

eG z
z










 (13) 

where 0

m

T
T  and mT  is desired time constant of the first 

order closed-loop response. It is not practical to set mT  to be 
small since it will demand a large control signal  u k  which 
may easily exceed the saturation limit of the actuator. Then 
the individual parts of the controller are described by the 
transfer functions 
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where    1
1 21

1
z

ˆ ˆˆ ˆB B z b b


   .  

Since  1
mG z is the second order transfer function, the 

main controller  1
cG z becomes a digital PID controller 

having the following form: 

    
 

1 2
1 0 1 2

11c
U z q q z q zG z
E z z

 




 
 


 (15) 

where 0 1 1 2 2ˆ ˆq , q a , q a      using by the substitution 

   1 1ˆe / B   . The PID controller output is given by  

         0 1 21 2 1u k q e k q e k q e k u k        (16) 

3.2 Digital Pole Assignment  Smith Predictor (PASP) 

The second controller applied in this paper was designed 
using a polynomial  approach. Polynomial control theory is 
based  on  the apparatus  and methods  of a  linear  algebra  
[14], [15]. The polynomials are the basic tool for a descrip-
tion of the transfer functions. They are expressed as the 
finite sequence of figures – the coefficients of a polynomial. 
Thus, the signals are expressed as infinite sequence of 
figures. The controller synthesis consists in the solving of 
linear polynomial (Diophantine) equations [16]. 

The design of the controller algorithm is based on the gen-
eral block scheme of a closed-loop with two degrees of 
freedom (2DOF) according to Fig. 3 [17].  

The controlled process is given by the transfer function in 
the form  
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   (17) 

 

 
 Fig. 3 Block diagram of a closed loop 2DOF control        

system 

where A and B are the second order polynomials. The con-
troller contains the feedback part Gq and the feedforward 
part Gr. Then the digital controllers can be expressed in the 
form of a discrete transfer functions 
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According to the scheme presented in Fig. 3 (for es = 0), the 
output y can be expressed as  

     
     1 1

1
p r

p q

G z G z
Y z W z

G z G z
 


 (20) 

Upon substituting from Equation (17) - (19) into Equation 
(20) it yields  

     
         

1 1
1 1

1 1 1 1

B z R z
Y z W z

A z P z B z Q z

 
 

   



 (21) 

where  

         1 1 1 1 1A z P z B z Q z D z       (22) 

is the characteristic polynomial. 
The procedure leading to determination of polynomials Q, R 
and P in (18) and (19) can be briefly described as follows 
(see [18]). A feedback part of the controller is given by a 
solution of the polynomial Diophantine equation (22). An 
asymptotic tracking is provided by a feedforward part of the 
controller given by a solution of the polynomial Diophantine 
equation 

         1 1 1 1 1
wS z D z B z R z D z       (23) 

For a step-changing reference signal value, polynomial 
 1 11wD z z    and S is an auxiliary polynomial which does 

not enter into controller design.  
A feedback controller to control a second-order system 
without time-delay will be derived from Equation (22). A 
system of linear equations can be obtained using the uncer-
tain coefficients method 

1 0 1 1

1 2 1 22 1 1

2 3 22 1 2 1

1 42 2

0 0 1 1
0 1

0
0 0

b̂ ˆq d a
ˆ ˆ ˆ ˆq d a aˆb b a

ˆˆ ˆ q d aˆ ˆb b a a
p dˆb a

      
                     
      

 (24) 

where the characteristic polynomial is chosen as  

 1 1 2 3 4
1 2 3 41D z d z d z d z d z          (25) 

For a step-changing reference signal value it is possible to 
solve Equation (23) by substituting z = 1 

 
 

1 2 3 4
0

1 2

1 1
1

D d d d dR r
B b b

   
  


 (26) 

The 2DOF controller output is given by 

         
     

0 0 1 2

1 1

1 2

1 1 2

u k r w k q y k q y k q y k

p u k p u k

      

    
 (27) 

4. Recursive Identification Procedure 

The regression (ARX) model of the following form 

       T
sy k k k e k Θ Φ  (28) 

is used in the identification part of the designed controller 
algorithms, where 

   1 2 1 2
T k a a b bΘ  (29) 

is the vector of model parameters and 

         1 1 2 1 2T k y k y k u k d u k d           Φ
 (30) 

is the regression vector. The non-measurable random com-
ponent es(k) is assumed to have zero mean value   E[es(k)]=0 
and constant covariance R = E[es

 2(k)]. 

All digital adaptive SP controllers use the algorithm of identi-
fication based on the Recursive Least Squares Method 
(RLSM) extended to include the technique of directional 
(adaptive) forgetting. Numerical stability is improved by 
means of the LD decomposition [18], [19]. This method is 
based on the idea of changing the influence of input-output 
data pairs to the current estimates. The weights are as-
signed according to amount of information carried by the 
data. 

5. Simulation Verification Adaptive Digital 
SP Controller Algorithms 

Simulation is a useful tool for the synthesis of control sys-
tems, allowing one not only to create mathematical models 
of a process but also to design virtual controllers in a com-
puter. The mathematical models provided are sufficiently 
close to a real object that simulation can be used to verify 
the dynamic characteristics of control loops when the struc-
ture or parameters of the controller change. The models of 
the processes may also be excited by various random noise 
generators which can simulate the stochastic characteristics 
of the processes noise signals with similar properties to 
disturbance signals measured in the machinery.  

The above mentioned SP controllers are not suitable for the 
control of unstable processes. Therefore, three types of 
processes were chosen for simulation verification of digital 
adaptive SP controller algorithms. 

w 

u y Gp Gq 

Gr 

es 
yp u

q

ur 

_ 

+ 

+ 

+ 



25ATP Journal PLUS  2/2011

Consider the following continuous-time transfer functions: 

1) Stable non-oscillatory     
4

1
2

1 4 1
sG s e

s s


 
 

2) Stable oscillatory   4
2 2

2
4 2 1

sG s e
s s


 

  

3) With non-minimum phase     
4

3
5 1
1 4 1

ssG s e
s s

 


 
 

Let us now discretize them a sampling period 0 2 sT  . The 
discrete forms of these transfer functions are (see Equation 
(3))   
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A simulation verification of proposed design was performed 
in MATLAB/SIMULINK environment.  A typical control 
scheme used is depicted in Fig. 4. 

 
Fig. 5 Internal structure of the controller 

This scheme is used for systems with time-delay of two 
sample steps. Individual blocks of the Simulink scheme 

correspond to blocks of the general control scheme pre-
sented in Fig. 2.  Blocks Compensator 1 and Compensator 
2 are parts of the Smith Predictor and they correspond to 

 1mG z  and  1dG z  blocks of Fig. 2 respectively. The 

control algorithm is encapsulated in Main Pole Assignment 
Controller which corresponds to  1cG z  Fig. 2 block. The 

Identification block performs the on-line identification of 
controlled system and outputs the estimates of 2nd order 
ARX model (a1, b1, a2, b2) parameters. 

 

 
Fig. 6. Dialog for setting identification parameters 

The on-line identification part of the scheme, which is 
represented by block Identification block in Fig. 3, uses 
several parameters that are entered via standard Simulink 
dialog. This dialog is presented in Fig. 6. 

The most important parameters form the point of view of the 
problem this papers is coping with are sample time, initial 
parameters estimations and dead time. The dead time is not 
entered in time units but in sample times. The other parame-

Fig. 4 Simulink control scheme 
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ters affect the method used to compute ARX model and 
their detailed description can be found in [18], [19].  

6. Simulation Results 

The configuration for simulation verification of the designed 
algorithms was chosen as follows: 
 All three control loops were verified in the non-adaptive 

versions without a random noise. 
 A suitable time constant mT  was chosen for the control 

using the PIDSP controller and the pole assignment of 
the closed-loop was calculated. These poles were used 
for the design of the PASP controller. 

 Both control loops were verified in the adaptive versions 
with a random noise. Firstly, without a priori information 
(the initial values of the model parameter estimates were 
chosen randomly). Secondly, using a priori information 
(the initial estimates were chosen on the basis of the 
previous experiments).  

 The outputs of the process models were influenced by 
White Noise Generator with mean value E = 0 and cova-
riance R = 10-4.    

6.1 Simulation verification of Adaptive Digital PIDSP 

Figs. 7 - 10 illustrate the simulation control performance 
using PIDSP controller (14) - (16). From Figs. 7 and 8 (the 
control of the stable non-oscillatory model  1

1G z ) is ob-

vious that the control process is dependent on knowledge of 
a priori information. The process output y has a large over-
shoot, when the initial model parameter estimates are cho-
sen randomly. 

Using a priori information (the initial estimates were chosen 
on the basis of the previous experiments) leads to very good 
control quality (without overshoot of y and with short settling 
time). 

Simulation results for the models  1
2G z (the stable oscilla-

tory model) and  1
3G z (the non-minimum phase model) 

are shown in Figs. 9 and 10. The control quality (with a priori 
information) is very good. In case of the control of the non-
minimum phase model  1

3G z  the course of the process 

output y has typical overshoots (undershoots) by change of 
the reference signal w.    
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Fig. 7 Simulation results: control of the model  1

1G z , 
controller PIDSP (without a priori information) 
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Fig. 8 Simulation results: control of the model  1
1G z , 

controller PIDSP (with a priori information)  
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Fig. 9 Simulation results: control of the model  1

2G z , 
controller PIDSP (with a priori information) 
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Fig. 10 Simulation results: control of the model  1

3G z , 
controller PIDSP (with a priori information) 

6.2  Simulation verification of Adaptive Digital PASP 

Figs. 11 - 13 illustrate the simulation control performance 
using PASP controller (14), (27). From Figs. 11 and 12 (the 
control of the stable model  1

1G z ), it is obvious that the 

control process is not dependent on knowledge of a priori 
information (the control courses in both cases are practically 
identical). In the case of choosing of the suitable closed-loop 
poles, the adaptive PASP controller is more robust than the 
adaptive PIDSP controller. 
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Fig. 11 Simulation results: control of model  1

1G z , 
controller PASP (without a priori information) 

0 50 100 150 200 250 300 350 400
0

0.5

1

1.5

2

time [s]

w
, y

 

 
w
y

0 50 100 150 200 250 300 350 400

0.4

0.6

0.8

1

time [s]

u

 

 
u

 
Fig. 12 Simulation results: control of the model  1

1G z , 
controller PASP (with a priori information) 
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Fig. 13 Simulation results: control of the model  1
2G z , 

controller PASP (with a priori information) 

Fig. 13 illustrates the simulation control performance of the 
stable oscillatory model  1

2G z . The control process is 

relatively slow without overshot of y and u (it is the cautious 
adaptive controller). 

Fig. 14 illustrates the simulation control performance of the 
non-minimum phase model  1

3G z . The control process is 

good after initial part. 
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Fig. 14 Simulation results: control of the model  1

3G z , 
controller PASP (with a priori information) 

Conclusion  

Adaptive Smith Predictor algorithms for control of processes 
with time-delay based on polynomial design (pole assign-
ment) was proposed. The polynomial controllers were de-
rived purposely by analytical way (without utilization of nu-
merical methods) to obtain algorithms with easy 
implementability in industrial practice. The pole assignment 
control algorithm was compared by simulation with adaptive 
digital Smith PID Predictor. Three models of control 
processes were used for simulation verification (the stable 
non-oscillatory, the stable oscillatory and the non-minimum 
phase). Results of simulation verification demonstrated 
advantages and disadvantages of individual approaches 
(see Figs. 7 – 14) for control of above mentioned processes 
with time-delay. The control quality depended on suitable 
start-up conditions of the recursive identification – important 
part plays a priori information. For the pole assignment 
method is very important suitable choice of the closed – 
loop poles. The designed adaptive SP algorithms will be 
verified in real time conditions for a control of the laboratory 
heat exchanger.             
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Bounded Real Lemma  
Improved Forms 

Anna Filasová and Dušan Krokavec 

Abstract 
The problem of the bounded real lemma equivalent representation for linear  
continuous-time systems is presented in the paper. The relationships between the 
terms of the system state equation using free weighting matrices is expressed, and  
improved LMI forms to bounded real lemma representation is derived. Possible 
extension to design a state feedback controller, which performsH properties of the 
closed-loop system, is formulated as a feasibility problem, and immediately  
expressed over a set of LMIs. Numerical example is included to illustrate  
the properties of the proposed representations. 

Keywords: Continuous-time systems, linear matrix inequalities, bounded real lem-
ma representation. 

 
Introduction 

Over the past decade,H theory seems to be one of the 
most sophisticated frameworks for robust control system 
design. Based on the concept of quadratic stability which 
attempts to find a quadratic Lyapunov function (LF), 
H norm computation problem is transferred into a standard 
linear matrix inequality (LMI) optimization task, which in-
cludes bounded real lemma (BRL) formulation [4], [9], [11]. 
A number of more or less conservative analysis methods 
are presented to assess robust stability for linear systems 
using a fixed Lyapunov function. 

 The first version of the BRL presents simple conditions 
under which a transfer function is contractive on the imagi-
nary axis. Using this, it was possible to determine 
the H norm of the transfer function, and the BRL becomes 
a significant element to show and prove that the existence 
of feedback controllers (that results in a closed loop transfer 
matrix having the H norm less than a given upper bound), 
is equivalent to solutions existence of certain LMIs [1], [3].   

Linear matrix inequality approach based on convex optimi-
zation algorithms is extensively applied to solve the above 
mentioned problem [5], [8] since it can be solved numerical-
ly efficiently by using developed interior-point algorithm. For 
time-varying parameters the quadratic stability approach is 
preferable utilized. Settin Lyapunov function be independent 
of uncertainties, this approach guaranties uniform assymp-
totic stability. To include this requirements equivalent LMI 
representations were introduced [10]. 

In this paper, enhanced LMI representations of BRL for 
linear continuous-time systems are introduced. Motivated by 
the underlying ideas in [2], [12] a simple technique for the 
BRL representation of linear systems is presented, and 
used modifications are explained in a context. The proposed 
LMI representations are proven to be necessary and suffi-
cient, and their extensions to state feedback controller de-
sign, performing system H properties is immediate. Trans-
lating into LMI framework the closed-loop system stability is 
characterized in the terms of convex LMIs. 

1. Problem Description 

Through this paper the task is concerned with the computa-
tion of a state feedback control law ( )tu , which control the 
linear dynamic system given by the set of equations 

( ) ( ) ( )t t t q Aq Bu    (1) 

( ) ( ) ( )t t t y Cq Du    (2) 

where n( )t �q , r( )t �u , and m( )t �y are vectors of the 
state, input and measurable output variables, respectively, 
nominal system matrices n n�A , n r�B , m n�C  and 

m r�D are real matrices. 

Problem of the interest is to design asymptotically stable 
closed-loop system with the linear memory-less state feed-
back controller of the form 

( ) ( )t t u Kq    (3) 

where matrix nr�K is a gain matrix.  

2. Basic Preliminaries 

Proposition 1. (Bounded real lemma) System (1), (2) is 
asymptotically stable if there exist a symmetric positive 
definite matrix 0P and a positive scalar 0   such that 

2

m

0

T T

T
r

 
    
    

A P PA PB C
I D

I
   (4) 

where ,r m
r r m m  � �I I , are identity matrices, respective-

ly. 

Hereafter,   denotes the symmetric item in a symmetric 
matrix. 
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Proof. (see. e.g. [6]) Defining Lyapunov function as follows 

2

0

( ( )) ( ) ( ) ( ( ) ( ) ( ) ( )) 0
t

T T Tv t t t r r r r dr   q q Pq y y u u          (5) 

where 0T P P , n n�P , 0  , and evaluating derivative 
of ( ( ))v tq with respect to t along a system trajectory then it 
yields 

2( ( )) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 0T T T Tv t t t t t t t t t      q q Pq q Pq y y u u   (6)        

Thus, substituting (1), (2) into (6) gives 

( ( )) ( ( ) ( )) ( )
( ) ( ( ) ( )) ( ) ( )

( ( ) ( )) ( ( ) ( )) 0

T

T T

T

v t t t t
t t t t t
t t t t


  

   
   

 q Aq Bu Pq
q P Aq Bu u u
Cq Du Cq Du

   (7) 

and with the next notation 

( ) ( ) ( )T T T
c t t t   q q u    (8) 

it is obtained 

( ( )) ( ) ( ) 0T
c c cv t t t  q q P q    (9) 

where 

2 0
T T T

c T
r

   
         

A P PA PB C C C DP
I D D

                     (10)          

Since 

  0
T T T

T T

   
       

C C C D C C D
D D D

                                       (11) 

Schur complement property implies 

m

0

T

T

 
   
    

0 0 C
0 D

I
                                                       (12) 

and using (12) the LMI condition (10) can be written com-
pactly as (4). This concludes the proof.          ■  

3. Improved BRL Representation 

Theorem 1. System (1), (2) is asymptotically stable if there 
exist a symmetric positive definite matrix 0P , n n�P , 
matrices 1 2, n n�S S , and a positive scalar 0  ,  � such 
that 

1 1 1 1 2
2

2

2 2

m

0

T T T T T

T T T
r

T


     
 

       
 

     

S A A S S B P S A S C
I B S D

S S 0
I

              (13) 

Proof. Since (1) implies 

( ) ( ) ( ) 0t t t  q Aq Bu                                                       (14) 

then with arbitrary square matrices 1 2, n n�S S  it yield  

  1 2( ) ( ) ( ) ( ) ( ) 0T Tt t t t t    q S q S q Aq Bu                        (15) 

Thus, adding (15), as well as its transposition to (6) and 
substituting (2) it can be written 

   
  

1 2

1 2

( ( )) ( ) ( ) ( ) ( ) ( ) ( )
( ( ) ( )) ( ( ) ( ))

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) 0

T T T

T

T T T T

T T

v t t t t t t t
t t t t

t t t t t

t t t t t

    
   

    

    

 

 

 

q u u q Pq q Pq
Cq Du Cq Du

q Aq Bu S q S q

q S q S q Aq Bu

                 (16)                     

and using the notation 

( ) ( ) ( ) ( )T T T T
c t t t t   q q u q                                              (17) 

it can be obtained 

( ( )) ( ) ( ) 0T
c c cv t t t  q q P q○                                                    (18) 

where 

1 1 1 1 2
2

2

2 2

0

T T

T
c

T T T T

T T
r

T

P

P
 

 
    
   

     
     
    

C C C D 0
D D 0

0

S A A S S B S A S
I B S

S S

○

                     (19) 

Thus, analogously using (11), (12) the inequality (19) can be 
written compactly as (13). This concludes the proof.          ■  

Remark 1. Setting 1 S P then (13) is transformed in 

2
2

2

2 2

m

0

T T T T

T T T
r

T


  
 

       
 

     

PA A P PB A S C
I B S D

S S 0
I

                             (20)  

Thus, inserting 2  S I , 0,  � where gives 

m

0
2

T T T

T T
r

n


 



 
 

      
 

     

PA A P PB A C
I B D

I 0
I

                                (21) 

1

m

0
2

T T T

T T
r

n


 

 
 

      
 

     

PA A P PB A C
I B D

I 0
I

                              (22) 

respectively. Then (22) can be written as 

 
m

0.5 0

T T T

T T
r 

   
         
        

PA A P PB C A
I D B A B 0

I 0
          (23)                

Choosing  as a sufficiently small positive scalar satisfying 
the condition 

1

2

0 2 


                                                                         (24) 

2
1 min

m

T T

T
r  

  
       
      

PA A P PB C
I D

I
                              (25) 

2 max

T T

T T 

  
     
    

A A A B 0
B A B B 0

0 0 0
                                             (26) 
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(21) be negative definite for a feasible P  of (4). 

Corollary 1. Setting 1  S P , and 2 S I , where 0    
then (20)-(22) implies 

 
m

0.5 0

T T T

T T
r 

    
            
        

A P PA PB C A
I D B A B 0

I 0
    (27)                       

and a feasible solution P  of (4) is also a feasible solution of 
(27) for all 0,   . 

Theorem 2. System (1), (2) is asymptotically stable if there 
exist a symmetric positive definite matrix 0P , n nP , 
matrices 1 2, n nS S , and a positive scalar 0  ,    
such that 
 

1 2
2

2

2 2

m

0

T T T

T T
r

T




   
 

  
   
 

     

PA A P PB P S A S C
I B S D

S S 0
I

                   (28)                                                                                  

                                                                                         

Proof. Defining the congruence transform matrix 

1

 
 
 
 
 
 

I
I

T
A B I

I

                                                           (29) 

and multiplying right-hand side of (13) by 1T and left-hand 

side of (13) by 1
TT then after tedious calculation (28) is ob-

tained. This concludes the proof.                                   ■  

Remark 2.  Using 1  S P , 2  S P then (28) leads to 

2

m

0
2

T T T

T T
r


 




  
 

   
   
 

     

PA A P PB A P C
I B P D

P 0
I

                             (30) 

2

1

m

0
2

T T T

T T
r

 


  
 

   
   
 

     

PA A P PB A P C
I B P D

P 0
I

                             (31)  

respectively, and using Schur complement property then 
(31) can be rewritten as 

 2 1

m

0
2

T T T

T T
r

 

    
            
        

PA A P PB C A P
I D B P P PA PB 0

I 0
   (32) 

2

m

0
2

T T T T

T T T
r


   
         
        

PA A P PB C A PA A PB 0
I D B PA B PB 0

I 0 0 0
       (33)                     

respectively.  

Choosing  satisfying (24), then with (25) and with 

2 max

T

T T 

  
     
    

TA PA A PB 0
B PA B PB 0

0 0 0
                                         (34) 

(31) be negative definite for a feasible P  of (4). This con-
cludes the proof.            ■  

Corollary 2. Considering (32), (33) it is evident that the 
inequality 

2

1

m

0
2

T T T

T T
r

 


 
 

  
   
 

     

PA A P PB A P C
I B P D

P 0
I

                             (35)  

and (31) are equivalent. 

4. Control Law Parameter Design 

Theorem 3. Closed-loop system (1), (2), (3) is stable if there 
exists a symmetric positive definite matrix n n0,  X X , a 

regular square matrix n nZ , a matrix nrY , and a 
scalar 0,   such that 

0, 0T   X X                                                            (36) 

11
2

m

0

T T T T T T

T T
r

T




  
 
  

   
 
     

Π B XA Y B XC Y D
I B D

Z Z 0
I

                  (37)                    

11
T T T   Π AX XA BY Y B                                            (38) 

The control law gain matrix is given as 
1K YX                                                                           (39) 

Proof. Setting 1  S P then (28) implies 

2
2

2

2 2

m

0

T T T T

T T T
r

T




 
 

  
   
 

     

PA A P PB A S C
I B S D

S S 0
I

                             (40)   

Supposing that 2det( ) 0S then it can be defined the congru-
ence transform matrix   

 1 1
2 2 mrdiag     T P I S I                                           (41) 

and pre-multiplying right-hand side of (40) by 2T , and left-

hand side of (40) by 2
TT leads to 

1 1 1 1

2

1
2 2

m

0

T T T

T T
r

T



   

 


 
 

  
   
 

     

AP P A B P A P C
I B D

S S 0
I

                 (42)                    

Thus, denoting 
1 1

2,  P X S Z                                                             (43) 

(42) can be written as 
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2

m

0

T T T

T T
r

T




 
 

  
   
 

     

AX XA B XA XC
I B D

Z Z 0
I

                           (44)    

Inserting c  A A A BK , and c  C C C DK it yields 

11
2

m

( ) ( )

0

T T T T T T

T T
r

T


  
 
      

 
     

Π B X A K B X C K D
I B D

Z Z 0
I

          (45)                                                                               

11
T T T   Π AX XA BKX XK B                                      (46) 

and with 

Y KX                                                                             (47)  

(45), (46) implies (37), (38), respectively. This concludes the 
proof.   ■  

Remark 3. Setting  Z X then with D 0 the control law 
design condition (36)-(38) can be rewritten as 

0, 0T   X X                                                            (48) 

11
2

m

0
2

T T T T

T
r

n






 
 
  

   
 
     

Π B XA Y B XC
I B 0

I 0
I

                              (49)                                                                                                                      

11
T T T   Π AX XA BY Y B                                            (50) 

where feasible , ,X Y  implies gain matrix parameter (39). 

Therefore, it is evident that the design standard form of  
BRL is 

11
2

m

0

( )T T T

r 

 
   
    

Π B X C K D
I 0

I
                                     (51) 

Note, other nontrivial solutions can be obtained using differ-
ent setting of , 1,2l l S . 

5. Illustrative Example 

The approaches given above are illustrated by the numeri-
cal example where the parameters of (1), (2) are 

0 1 0 1 3 1 1
0 0 1 , 2 1 , 2 1
5 9 5 1 5 1 0

T

     
            
            

A B C  

Solving (48), (49) with respect to LMI matrix variables 
, ,X Y and  using SeDuMi (Self-Dual-Minimization) packa-

ge for Matlab [7], given task was feasible with 

3.7160 2.6784 1.2147
2.6784 3.0184 1.8970
1.2147 1.8970 3.2896

 
    
  

X  

0.8937 2.1673 1.4078
0.0801 0.0207 0.5383

 
    

Y  

11.0242, 6.7040    

and results the control system parameters 

2.2731 3.0405 0.4860
0.0152 0.1662 0.2538
 

  
 

K  

 ( ) 0.9398 3.1252 11.2561c    A  

It is evident, that the eigenvalues spectrum ( )c A of the 
closed control loop is stable. 
 
Solving (48), (51) with respect to LMI matrix variables 
,X Y and  , given task was feasible, too. Obtained LMI 

variables were 

2.7636 1.7983 0.6386
1.7983 2.2479 1.2081
0.6386 1.2081 3.0925

 
    
  

X  

0.9127 1.6581 0.8163
0.2802 0.1304 0.2269

 
   

Y  

6.9412   

and implies 

1.7557 2.2852 0.2662
0.2837 0.2709 0.0261
 

   
K  

 ( ) 0.8968 5.8435 1.7282c i    A  

It is evident, that performance  is less then one obtained 
with respect to (49) but this fetches worst dynamic pro-
perties. 
 
It also should be noted, the cost value  will not be a mono-
tonously decreasing function with the decreasing of  , if   
is chosen. 

Concluding Remarks  

This paper describes a simple technique for enhanced BRL 
representation and its application to the H control of linear 
continuous-time systems. Standard criterion is extended for 
a system with constant coefficient matrices by employing 
free weighting matrices to take the relationship between the 
terms of the system equation into account in the structure of 
BRL. The method is further extended to the design of an 
H  state-feedback memory-free control policy. Numerical 
example demonstrates that principles described in the paper 
are effective, although some computational complexity is 
increases. 

The advantage of this approach is that there in Theorem 1 
Lyapunov matrix P is separated from , ,TA B C , and TD , i.e. 
there are no terms containing the product of P and any of 
them. This enables a new structure of BRL to be derived for 
a system with polytopic uncertainties by using a parameter-
dependent Lyapunov function, and to deal with linear sys-
tems with parametric uncertainties. It seems to be a useful 
extension to other control performance synthesis problems, 
too. 
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Abstrakt 
 
V príspevku je uvedený prístup k vytváraniu ekvivalentnej 
reprezentácie vety o reálnom ohraničení pre lineárne spojité 
dynamické systémy. Základné relácie medzi prvkami sta-
vového opisu, vnorené do riešenia pomocou voliteľných 
matíc, sú využité na odvodenie vhodnejšieho tvaru vety o 
reálnom ohraničení v štruktúre lineárnych maticových ne-
rovností. Potenciálne rozšírenie pre návrh stavového riade-
nia, ktoré zaručuje požadované frekvenčné vlastnosti uza-
vretého obvodu v zmysle ohraničeniaH normou, je 
formulované ako optimalizačný problem. Použitý príklad 
ilustruje princíp návrhu a vlastnosti navrhovanej reprezen-
tácie danej vety.    
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Eigenstructure Decoupling in State 
Feedback Control Design 

Pavol Kocsis and Róbert Fónod 

Abstract 
The presented design method aim is to synthesize a state feedback control law in 
such way that with respect to the prescribed eigenvalues of the closed-loop system 
matrix the corresponding eigenvectors are as close as possible to a decoupled sys-
tem eigenvectors. It is demonstrated that some degree of freedom existing in the 
control design, representing by the parametric vectors set as well as by the set of 
closed-loop eigenvalues, can be properly used to meet some desired specification 
requirement. An illustrative example and the simulation results show that the pro-
posed design principle is effective and simple. 

Keywords: State feedback, eigenstructure assignment, mode decoupling, singular 
value decomposition, orthogonal complement. 

 
Introduction  

The static and the dynamic pole placement belongs to the 
prominent design problems of modern control theory, and, 
although its practical usefulness has been continuously in 
dispute, it is one of the most intensively investigated in con-
trol system design. It seems that the state-feedback pole 
assignment in control system design is one from the pre-
ferred techniques. In the single-input case the solution to 
this problem, when it exists, is unique. In the multi-input 
multi output (MIMO) case various solutions may exist [6], 
[10], and to obtain a specific solution some additional condi-
tions have to be supplied in order to eliminate the extra 
degrees of freedom in design strategy. 

In the last decade significant progress has been achieved in 
this field, coming in its formulation closest to the algebraic 
geometric nature of the pole placement problem [11], [17]. 
The reason for the discrepancy in opinions about the condi-
tioning of the pole assignment problem is that one has to 
distinguish among three aspects of the pole placement 
problem, the computation of the memory-less feedback 
control law matrix gain, the computation of the closed loop 
system matrix eigenvalues spectrum and the suppressing of 
the cross-coupling effect [16], where one manipulated input 
variable cause change in more outputs variables. 

Thus, eigenstructure assignment seems to be a powerful 
technique concerned with the placing of eigenvalues and 
their associated eigenvectors via feedback control laws, to 
meet closed-loop design specifications. The eigenvalues are 
the principal factors that govern the stability and the rates of 
decay or rise of the system dynamic response. The right 
and left eigenvectors, on the other hand, are dual factors 
that together determine the relative shape of the system 
dynamic response [9], [12], [15]. 

The general problem of assigning the system matrix eigen-
structure using the state feedback control is considered in 
this paper. Based on the classic algebraic methods [3], [4], 
[14], as well as on the algorithms for pole assignment using 
Singular Value Decomposition (SVD) [5], [13] the exposition 
of the pole eigenstructure assignment problem is genera-
lized here to handle the specified structure of the left eigen-
vector set in state feedback control design for MIMO linear 

systems. Extra freedom, which makes dependent the 
closed-loop eigenvalues spectrum, is used for closed-loop 
state variables mode decoupling. 

The integrated procedure provides a straightforward metho-
dology usable in linear control system design techniques 
when the memory-free controller in the state-space control 
structures takes the standard form. Presented application 
for closed-loop state variables mode decoupling is relative 
simple and its worth can help to disclose the continuity be-
tween eigenstructure assignment and system variable do-
minant dynamic specification. 

1. Problem Statement 

Linear dynamic system with n  degree of freedom can be 
modelled by the state-space equations 

)()()( ttt BuAqq    (1) 

)()( tt Cqy    (2) 

where nt Rq )( , rt Ru )(  and mt Ry )(  are vectors of the 
state, input and measurable output variables, respectively, 
and the system matrix parameters nnRA , rnRB , and 

nmRC  are constant and finite valued.  

Generally, to the controllable time-invariant linear MIMO 
system (1) a linear state-feedback controller can be defined 
by a control policy  

)()()( ttt LwKqu    (3) 

nrRK , mrRL to give rise to the closed-loop system 
description  

)()()( ttt c BLwqAq    (4) 

in such way that roots of the  closed loop characteristic 
polynomial are eigenvalues of   BKAA c , nn

c
RA . 

Throughout the paper it is assumed that the pair  BA,  is 
controllable. 
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2. Basic Preliminaries 

2.1 Orthogonal Complement 

Definition 1. (Null space) Let hhREE, , hk )(Erank  
be a rank deficient matrix. Then the null space EN  of E  is 
the orthogonal complement of the row space of .E  

Proposition 1. Let hhREE, , hk )(Erank  be a rank 

deficient matrix. Then an orthogonal complement E of E  
is 

T
2DUE    (5) 

where T
2U  is the null space of E  and D  is an arbitrary 

matrix of appropriate dimension. 

Proof. (see e.g. [8]) The SVD of hhREE, , 
hk )(Erank  gives 
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where hhRU  is the orthogonal matrix of the left singular 

vectors, hhRV  is the orthogonal matrix of the right singu-

lar vectors of E and kk R1  is the diagonal positive 
definite matrix 

  0,1  k11diag   k   (7) 

which diagonal elements are the singular values of .E  Using 
orthogonal properties of U  and V , i.e. h

T IUU  , 

h
T IVV  , 0UU 12

T , then 
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where .111
TVS   Thus (8) implies 
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It is evident that for an arbitrary matrix D  is 

0EEEUD  T
2   (10) 

respectively, which implies (5).  ■ 

2.2 System Model Canonical Form 

Preposition 2. If m)(CBrank  then there exists a coordi-

nates change in which ),,(  CBA  takes the structure 
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where ,)()(
11

mnmn RA mmRB
2  is a non-singular 

matrix, and mm
m

RI  is identity matrix. 

Proof. (see e.g. [7]) Considering the state-space description 
of the system (1), (2) with mr   and defining the transform 

matrix 1
1
T  such that 
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If 12BCB  is a regular matrix (in opposite case the pseudo 
inverse of 12B  is possible to use), then the second trans-

form matrix 1
2
T  can be defined as follows 
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This application results in 
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where 

1
2

1
1

1
122111 ,,   TTTCBBBBB  c

   (17) 

and analogously 

   mmc I0TI0CTTCC  221
   (18) 

Finally, it yields 

21
1

1
1

2
1 TATTTATTA   cc

   (19) 

Thus, (16), (18), and (19) implies (11). This concludes the 
proof.  ■ 

Note, the structure of 1
1
T  is not unique and others can be 

obtained by permutations of the first mn   rows in the struc-
ture defined in (12). 

2.3 System Modes Properties 

Proposition 3. Given system eigenstructure with distinct 
eigenvalues then for },,2,1{},,,2,1{, mlnkj   , rm   

i. the k-th mode )( kss   is unobservable from the l-th sys-
tem output if the l-th row of matrix C  is orthogonal to the k-th 
eigenvector of the closed-loop system matrix ,cA  i.e. with 

kj   

 m
T

k
T
jk

T
l ccCnnnc 1,0    (20) 

ii. the k-th mode )( kss   is uncontrollable from the l-th col-
umn of matrix B  is orthogonal to the k-th eigenvector of the 
closed-loop system matrix ,cA  i.e. with kj   

 rj
T
kl

T
k bbBnnbn 1,0    (21) 

Proof. (see e.g. [13]) Let kn  is the k-th right eigenvector 
corresponding to the eigenvalue ,ks  i.e.  
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  kkkkc nsnBKAnA    (22) 

By definition, the closed-loop system resolvent kernel is  

  1 cns AIΥ   (23) 

If the closed-loop system matrix is with distinct eigenvalues, 
(22) can be written in the compact form 

   

















n

nnc
s

s
nnnnA 

1

11   (24) 

T
c NNNSNA  1,   (25) 

respectively, where 

   nnss nnNS  11diag  ,   (26) 

Using the orthogonal property given in (25), the resolvent 
kernel of the system takes the next form 

    Tss NSINNSNNN 1111  Υ   (27) 
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respectively. Thus, the closed loop transfer functions matrix 
takes form 

  







n

h h

T
hh
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s(s)

1

1 LBnCnBLAICG   (30) 

It is obvious that (30) implies (20), (21). This concludes the 
proof.  ■ 

3. Eigenstructure Assignment 

In the pole assignment problem, a feedback gain matrix K  
is sought so that the closed-loop system has a prescribed 
eigenvalues spectrum  nhss hhc ,...,2,1,0)(:)( A . 
Note, the spectrum )( cA  is closed under complex conju-
gation, and the observability and controllability of modes is 
determined by the closed-loop eigenstructure. 

Considering the same assumptions as above then (22) can 
be rewritten as 
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where )( rnn
h
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 ABIL  hh s   (32) 

Subsequently, the singular value decomposition (SVD) of 
hL  gives 
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where },,2,1,{},,,2,1,{ rnknl hk
T
hl   vu  are sets of 

the left and right singular vectors of hL  associated with the 
set of singular values }.,,2,1,{ nlhl   

It is evident that vectors },...,2,1,{ rnnnjhj v  satisfy 
(31), i.e. 

  0vABIvL  hjhhjh s   (34) 

The set of vectors },...,2,1,{ rnnnjhj v  is a non-
trivial solution of (32), and results the null space of 

nhh ,...,2,1, L  

  0ABI
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n
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h sN   (35) 

The null space (35) consists of the normalized orthogonal 
set of vectors. Any combination of these vectors (the span 
of null space) will provide a vector hn  which used as an 
eigenvector produces the desired eigenvalue hs  in the 
closed-loop system matrix. 

Proposition 4. The canonical form eigenstructure optimiza-
tion provides optimal eigenstructure also for that model from 
which the canonical form was derived. 

Proof. Using (16), (18), (19) and (22) it can be simply writ-
ten 
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  hchhc s nTnTKBA 11      (37) 

  
hhhch s nnAnKBA    (38) 

respectively, where ., 
hchc nTnKTK    

Writing compactly the set },,2,1,{ nhhch   nTn  as fol-
lows 

11,   c
T

c TNNNTN    (39) 

then using (27), (30), (39) it yields 
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    LBAICBLAICG  11   cc ss(s)   (41) 

respectively, and evidently 
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It is obvious that optimizing product 
hnC  then it is opti-

mized also .hnC This concludes the proof.  ■ 
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Fig. 1 System output response 

4. Parameter Design 

Using eigenvector orthogonal properties, (22) can be rewrit-
ten for nh ,,2,1   as follows 

  
hhhhs rBnKBnAI    (43) 

  
hhhhh s rVrBAIn 

1
  (44) 

respectively, where 

   BAIVnKr
1

,


 hhhh s   (45) 

Subsequently, it can be obtained 


hhh nVr †   (46) 

where 

  TT† 
hhhh VVVV

1
   (47) 

is Moore-Penrose pseudo inverse of .hV  

Of interest are the eigenvectors of the closed-loop system 
having minimal orthogonal projection to rows of the ortho-
gonal complement TC  of the output matrix TC  and as-
sociated with m  element eigenvalues subset 

))()(),(()(  AACA   rankm  of the desired closed-

loop eigenvalues set },...,2,1,0)(,{)( nhss hh A  

).()( AA    The rest )( mn  eigenvalues can be asso-

ciated with rows of the complement matrix C  obtained in 

such way that all zero elements in C  be changed to ones, 

and all ones to zeros. Note, direct use of C  maximize ma-
trix weights of modes. 

Let },,...,2,1,0)(,{)( nhss hh A  then 

mhTT
hhh ,...,2,1,    cVr †   (48) 

nmhT
hhh ,...,1,   cVr †   (49) 

Thus, computing 

  hhhhhh rVnrVn  ,   (50) 

 
Fig. 2 Control actions 

it is possible to construct and to separate the matrix Q  of 
the form 
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with nnRP , nrRR  such that 

11,   cTKKPRK    (52) 

4. Illustrative Example 

The system under consideration was described by (1), (2), 
where 
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Constructing the transformation matrices 
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the system model canonical form parameters were com-
puted as 
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and with  001Tc ,  1011 Tc  it yields 
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 0205.00358.09983.01 Tn  
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Constructing the matrix Q  
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the control law parameters satisfying (52) are 














7151.186301.20036.0
9402.257944.30062.0K  














6211.24532.130707.16
7990.33483.181212.22

K  

It is possible to verify that closed-loop system matrix eigen-
values belongs to the desired one. 

In the presented Fig. 1, 2 the example is shown of the un-
forced closed-loop system output response, as well as con-
trol actions, where nonzero initial state was considered. 

 

 5.01 Tc  2.11 Tc  61 Tc  
K  17.2524 15.9878 32.3181 

K  46.2521 43.7478 35.8664 

ISE 1.8746 0.8183 0.1712 
IAE 3.7033 1.6238 0.5651 
ITAE 7.0822 1.8607 0.7077 

Tab.1 Comparison of performance indicators for differ-
ent combination of eigenvalue assignment 

Concluding remarks  

This paper provides a design method for memory-free con-
trollers where the general problem of assigning the eigen-
structure for state variable mode decoupling in state feed-
back control design is considered. The method exploits 
standard numerical optimization procedures to manipulate 
the system feedback gain matrix as a direct design variable. 
The manipulation is accomplished in a manner that produc-
es desired system global performance by pole placement 
and output dynamics by modification of the mode observa-
bility. 

With generalization of the known algorithms for pole as-
signment the modified exposition of the problem is pre-
sented here to handle the optimized structure of the left 
eigenvector set in state feedback control design. Presented 
method makes full use of the freedom provided by eigen-
structure assignment to find a controller which stabilizes the 
closed-loop system. Therefore, the feedback control law has 
a clear physical meaning and provides a valid design me-

thod of the controller for real systems. It is shown by appro-
priately assigning closed-loop eigenstructure in state feed-
back control the overall stability is achieved. Finally the 
design methodology is illustrated by an example. 
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Abstrakt 

Cieľom návrhu je syntetizovať stavové riadenie tak, aby 
vzhľadom na predpísané vlastné hodnoty matice dynamiky 
uzavretého obvodu boli odpovedajúce vlastné vektory čo 
najviac podobné vlastným vektorom systému s rozviazaným 
vstupom a výstupom. V príspevku je ukázané, že existujúci 
stupeň voľnosti v návrhu, reprezentovaný množinou para-
metrických vektorov a množinou pólov uyavretého obvodu, 
možno využiť na dosiahnutie vopred zadaných charakteris-

tík uzavretého obvodu. Príklad a číselné simulácie ukazujú, 
že takýto spôsob návrhu je efektívny a jednoduchý.  
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Discrete-time disturbance decoupl-
ing of coupled tanks 

Miroslav Halás 

Abstract 
Mathematical technicalities, involved in the modern theory of nonlinear control sys-
tems, many times prevent a wider use of the impressive theoretical results in prac-
tice. Attempts to overlap this gap between theory and practice are usually more than 
welcome and form the main scope of our interest in this work. An important control 
problem given by the disturbance decoupling is studied for a real laboratory model of 
coupled tanks. Since the theoretical solution to the disturbance decoupling problem 
does not satisfy practical control requirements it is modified accordingly. Experi-
ments on the real plant are included as well and show that the disturbances practi-
cally do not affect the system output. 

Keywords: nonlinear discrete-time systems, applications, algebraic methods, dis-
turbance decoupling, coupled tanks 

 
Introduction 

The modern theory of nonlinear control systems all, conti-
nuous-time, discrete-time and time-delay, owes a large part 
of its success to the systematic use of differential algebraic 
methods. Since early 80's of the last century this has been 
forming the scope of interest of many authors in a number of 
works, see for instance [1,2,3,4,5,6,11,14] and references 
therein. Nowadays, such methods offer solutions to a wide 
range of nonlinear control problems including feedback 
linearization, model matching, disturbance decoupling, reali-
zation problem, non-interacting control, observer design and 
many others. 

However, a price one has to pay for such impressive and 
elegant solutions is given by a necessity to involve many 
mathematical technicalities. Obviously, this prevents a wider 
use of the theoretical results in practice, making the big gap 
between control theory and control practice even bigger in 
this case. It is generally known that in practice the way of 
dealing with nonlinear control systems is many times based 
just on the linearization in a fixed operating point and then 
methods of linear control systems are applied. Therefore, 
attempts to overlap the gap are usually more than welcome 
and form the main scope of our interest in this work. In par-
ticular, an important control problem given by the distur-
bance decoupling, which is quite frequent control problem in 
practice, is studied. We begin with the theoretical solution 
of [4] and apply it to the laboratory model of coupled tanks, 
which is a demonstrative and well know system having 
contact points to many real control processes, for instance 
from chemical engineering. It is shown that the theoretical 
solution cannot be directly applied and additional problems, 
related for instance to the difference between model and 
real system, have to be considered as well. Similar solution 
as discussed in this paper has recently been given in [12] 
for continuous-time case, while here the discrete-time coun-
terpart is treated. Certain contact points exist also to the 
non-interacting problem studied in [8]. Finally, for additional 
existing results of the disturbance decoupling problem for 
nonlinear discrete-time systems the reader is referred to, for 
instance, [10] where a simple inversion-based solution is 

given and to [7] where a more advanced differential geome-
tric solution can be found. 

1. Disturbance decoupling 

We begin with an introduction to the disturbance decoupling 
problem of nonlinear control systems as discussed in [4] to 
which the reader is referred for additional details and refer-
ences. The ideas can easily be carried over to the discrete-
time systems. 

For the sake of simplicity we introduce the following nota-
tion. For any variable  we write only  and for its time 
shifts ,  we write ,  respectively, or, 
in general,  for , where  is a sampling period. 

Using the above notation the systems considered in this 
paper are objects of the form 

 

where ,  and the entries of  and  are me-
romorphic functions from the difference field denoted by . 
For more details see [2,9,11]. 

In the disturbance decoupling our task is to design, if possi-
ble, a control law such that the disturbances do not affect 
the system output. Technically speaking, the solution con-
sists of finding a feedback under which a subspace of the 
state space, affected by the disturbances, becomes unob-
servable in the compensated system. This situation can be 
explained by the following introductory system 

 

where  is the disturbance. 

As can be seen, through  the disturbance  affects the 
system output 
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However, the state feedback , with  being an input 
to the compensated system, makes  unobservable in the 
compensated system and thus decouples the disturbance  
from the system output 

 

The general solution follows the same idea. That is, if possi-
ble, make unobservable the subspace of the state space 
affected by the disturbance. 

Problem statement: Consider the SISO system 

 

where the state , the disturbance  and the 
entries of ,  and  are elements of the difference field of 
meromorphic functions . Find, if possible, a static state 
feedback  

 

such that  

 

for any . 

Theorem 1: Let  and 
. The disturbance decoupling prob-

lem is solvable if and only if . 

Proof: The proof follows the same line as in [4], however, 
carried over to the discrete-time case. 

2. Coupled tanks 

Coupled tanks are well-known and illustrative system having 
contact points to many real control processes. For that rea-
son practically each laboratory which activities are related to 
the system and control theory possesses such a plant. In 
this section, the mathematical model of the laboratory plant 
is built up, from its identification to the nonlinear discrete-
time state space model. Then, the disturbance decoupling is 
applied. 

2.1 System identification 

We restrict our attention to a standard coupled two-tank 
system, however, with all three valves active. The structure 
of such a system is depicted in Fig. 1. Our aim is to control 
the level in the first tank which is, however, coupled with the 
second tank by a valve with the flow coefficient . Each of 
the tanks is equipped by a valve itself, having the flow coef-
ficients  and  respectively. However, the valve  is con-
sidered here as the disturbance . Thus, we deal here with 
a SISO system which can be modeled by the following 
state-space equations 

 (1) 

where  and  are levels in tank 1 and tank 2 respectively 
and  is a cross-section of the tanks, see Fig. 1. Note that 
both tank 1 and tank 2 have the identical cross-sections 
here. The disturbance , depending on whether the 
valve  is switched off or on respectively. In this case the 
level of a liquid in tank 2 might be greater than in tank 1. For 
that reason a more general model (1) has to be used. 

 
Fig.1 Coupled tanks. 

To identify the system we have to find, besides the cross-
sections , the values of flow coefficients ,  and .  

The usual methods to treat the identification are based on 
applying a couple of certain experiments and measure-
ments. Then the coefficients are computed by using either 
the steady-states of the system or the system linearization 
in a fixed operating point. However, both of them are rather 
slow. In addition, it is, usually, recommended to find a set of 
values in different steady states or operating points respec-
tively and take their average finally. For that reason we, in 
what follows, suggest a different approach to the system 
identification which is based on finding a solution to the 
reduced nonlinear differential equations of the system (1). 
As a result we will be able to compute all the coefficients 
only by measuring the time of the respective experiments. 

To identify the flow coefficient  suppose that all valves are 
closed and the pump is inactive. Let  be a level of a 
liquid in tank 1. The experiment consists of opening the 
valve  only and measuring the time  that it takes to empty 
the tank from an initial value  to a final value . Ob-
viously, this situation can be modeled by the reduced nonli-
near differential equation 

 

Even though the equation is nonlinear the solution can easi-
ly be found as follows 

 

Finally 

 

If the final value  is chosen to be , which is usually the 
most reasonable choice, then the formula reduces to 

     (2) 

where  is the time it takes to empty tank 1 completely from 
the initial value . 

Clearly, the analogous experiment can be repeated for the 
second tank giving us the formula 

     (3) 

where this time  is the time it takes to empty tank 2 com-
pletely from its initial value . 

To identify the flow coefficient  a more advanced experi-
ment is needed. Suppose that all valves are closed and both 
pumps inactive. Let  be a level of a liquid in tank 1 
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and  be a level of a liquid in tank 2. This time the 
experiment consists of opening the valve  only and mea-
suring the time  it takes the level in tank 1 decrease from 
the initial value  to the final value . Such a situation 
can be modeled by the following nonlinear differential equa-
tions 

 

However, one can use either of them to find the solution. 
For instance the first equation yields 

 

Note that the situation during the experiment implies that 
 and thus substituting 
 gives us 

 

Finally 

 

Here, if the initial value  is chosen to be  and the final 
value  is chosen to be , that is the levels in both 
tanks finally equal each other (note that the tanks have the 
identical cross-sections) the formula reduces to 

     (4) 

where  is the time it takes the levels in both tanks equal 
each other. 

Using the above formulas     (2), (3) 
and     (4) the flow coefficients 

,  and  of the laboratory plant were identified as 
,  and  respectively. Fi-

nally, the cross sections of both tanks are approximately 
. 

2.2 Discrete-time state-space representation 

To find a discrete-time state-space representation of the 
system (1) one needs to find a solution to the set of nonli-
near differential equations and sample it by the sampling 
period . Since the system equations (1) involve nonlinear 
functions we are, in general, not able to find any. In such a 
case one usually has to rely on approximations only. One of 
the possibilities is to employ the Taylor series expansion. 

Assume that 

 

where  is analytic. Then one can write 

 

However, it is usually sufficient to consider only the first two 
terms of the Taylor series expansion to approximate the 
system behaviour in which case one gets the well-known 
Euler approximation 

 

Using such an approximation one can find the discrete-time 
state space model from (1) as 

 (5) 

2.3 Disturbance decoupling problem 

The standard theoretical solution to the disturbance de-
coupling problem, as outlined in Section 1, does not meet 
basic practical control requirements, as shown in what fol-
lows, and thus it is necessary to modify it accordingly. 

To proceed with the disturbance decoupling we compute 

 

Since  directly depends on the input , that is the relative 
degree of the system is , and it is not affected by the dis-
turbance , it can be decoupled. Note that in according to 
Theorem 1 we have  and, therefore, 
any  is a vector of the form 

 where . Thus, the 
scalar product of  and  equals  
meaning that  is orthogonal to . 

By solving for  the equation  

 

one gets 
 

 (6) 

where  represents input to the compensated system which 
is reduced to the first order linear system  with the 
transfer function 

     (7) 

However, from a practical point of view the compensated 
system cannot respond in one sampling period , like its 
transfer function     (7) says, at 
least for lower sampling periods , for we have a controller 
output constraint  where  is upper limit of 
the pump capacity. On the other side for higher sampling 
periods  the discrete-time approximation (5) of the conti-
nuous-time system (1) might no longer be sufficient. In addi-
tion, there obviously exist additional differences between the 
real plant and its continuous-time model (1) that have not 
been considered. For that reason, the real compensated 
system will possess oscillations even for not that high sam-
pling periods  when the discrete-time approximation (5) is 
still accurate. Last but not least, the feedback (6) is not a 
controller at all. Obviously, it is only a static state feedback 
achieving the disturbance decoupling, however, with no 
intention to track the reference signal or to eliminate unmo-
deled disturbances. For all the aspects listed above, such a 
solution is practically not applicable and needs to be mod-
ified accordingly. 
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There exist several possibilities how to overcome the prob-
lems. One of them, discussed in [12] for continuous-time 
case, suggests to modify the feedback (6) such that the 
whole second tank, together with the disturbance, becomes 
unobservable. Then, one only has to design a controller for 
a one-tank system which is, obviously, a trivial task and 
plenty of solutions have been given. This seems to be a 
reasonable choice also in the discrete-time case. The feed-
back (6) can easily be modified to the form 

  (8) 

under which the compensated system takes now the form of 
one-tank system with the discrete-time state-space model 

   (9) 

Then the controller can easily be designed by the system 
linearization in a fixed operating point  which 
reads 

 

where ,  and . It has 
the transfer function 

 

where  and . 

If one wants the transfer function of the compensated sys-
tem 

 

to take the form of a first order linear system with the time 
constant , then the solution is given by a linear dis-
crete‐time  controller with the transfer function 

 

where . 

Remark: Note that more advanced solution, dealing also 
with the system linearization, the controller output constraint 
and two different disturbances to decouple, has been sug-
gested in [13]. 

The closed loop structure is depicted in Fig. 2. The res-
ponses of the real laboratory plant are shown in Fig. 3 
where one can observe the differences between the linear 

-controller with and without the disturbance decoupling 
 (8). In the latter the disturbances practically do not 
affect the system output. However, since we have the con-
strained controller output and since only a standard -
controller has been used to control the system both solu-
tions admit an overshoot. A non-overshooting solution has 
been suggested in [12]. 

The parameters were chosen as follows: ,  
and . 

 

Fig.2 Closed loop. 

 
Fig.3 Closed loop responses: PI-controller with (solid, 

green line) and without (dashed, blue line) the dis-
turbance decoupling. 

Our final note is related to the slight modification of the dis-
turbance decoupling  (8) which is appropriate from a 
practical point of view and has been implemented in our 
solution. When the valve  is closed the equations (1) imply 
that in a steady state one, theoretically, has . How-
ever, in practice, there are differences between  and  
caused at least by sensors calibration and noise. Therefore 
the term  in  (8) oscillates between 1 and -1 
and thus produces small oscillations of the controller output 
especially in steady states, which is, of course, inconve-
nient. The problem can and has been overcome easily by 
adding a deadzone to the disturbance decoupling making it 
inactive whenever the difference between  and  is less 
than . 

Conclusions 

In this work, an attempt to overlap the gap between control 
theory and control practice was studied. An important prac-
tical control problem given by the disturbance decoupling 
problem were applied to coupled tanks. It was shown that 
the initial theoretical solution to the disturbance decoupling 
problem does not satisfy the basic control requirements. For 
that reason, the solution was modified accordingly. This 
resulted in the -controller with the disturbance decoupl-
ing. As a result the disturbances practically did not affect the 
system output of the real laboratory plant.  
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Mathematical Modeling and Imple-
mentation of the Airship Navigation 

František Jelenčiak, Ivan Masár 

Abstrakt 
The main source of errors for airship navigation is that the airship body is not solid. 
For this reason a standard fixed calibration for a navigation system is not the best 
solution. This article provides an overview of the proposed navigation system for 
airships with compensation of errors due to resilience. 

Kľúčové slová: navigation, airship, strapdown, Kalman filter 

 
Introduction 

Navigation systems and flight control are basic equipments 
of unmanned aerial systems (UAS). For modeling of the 
navigation system (see references) it is necessary to select 
appropriate coordinate systems and to select description 
methods for body orientation. The next step is to apply 
transformations between coordinate frames, and to relate 
them to kinematics and dynamics theory. Stability and relia-
bility of the navigation system can be achieved by combi-
ning the on-board IMU (Inertial Measurement Unit) with 
external observation units such as GPS (Global Positioning 
System), barometric and magneto-compass units.  

The proposed model of airship navigation uses coordinate 
systems like ECEF (Earth-Centered-Earth-Fixed) and NED 
(North-East-Down). For the description of the airship’s orien-
tation Euler angles as well as roll, pitch, and yaw are used. 
All measured data are joined together by a special type of 
direct Kalman filter. This filter and the strapdown modifica-
tion are designed in such a way that together with other 
measurement units it is possible to compensate the prob-
lem, which is caused by the non-solid body of airships. Na-
vigation systems implemented on airships show characteris-
tic errors due to this fact. The following facts can be 
considered as sources of these errors: an airship body 
changes its shape depending on several parameters, e.g. 
the helium pressure in the hull; the ambient temperature; 
relative position of inner and outer hull; aerodynamic forces. 
The shape changes are in general nonlinear. For these 
reasons a fixed calibration for navigation system is not the 
optimal solution. This article provides an overview of the 
proposed navigation system for the airship which compen-
sates the aforementioned errors. 

The development of the airship navigation algorithm was 
carried out in the programming environment Matlab-
Simulink. The toolboxes used are “Target Support Package” 
and “Code Composer Studio” was designed Simulink-
scheme, which is algorithm interpretation of the airship mo-
del navigation. This Simulink-scheme can be transferred as 
program code into the microprocessor TMS320F28335, 
which together with sensors of the IMU (Inertial Measure-
ment Unit), barometric unit, GPS, and magneto-compass 
are core of the navigation system (http://prt.fernuni-
hagen.de/ARCHIV/2010/fernsehen_2010.html, 
http://www.derwesten.de/staedte/hagen/FernUni-Luftschiff-
auf-Minensuche-id2359263.html). 

 
Fig.1 Electronic board of the navigation system (design 

by Dr.-Ing. Ivan Masár). 

 
Fig.2 Airship photo with selected area for storing of the 

navigation system (two hulls, length 9m, diameter 
2.5m, volume 27m3 ). 

 

The article is structured as follows: In chapter 2, the basic 
scheme of the navigation algorithm is shown. In chapters 3-
7, the essential parts of the navigation algorithm are descri-
bed in detail. In the final chapter 8, conclusions and results 
are given. 
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2. Basic scheme 

 
Fig. 3. Basic scheme of the navigation algorithm. 
 

At the beginning it is necessary to divide the input naviga-
tion data into two groups. The first group represents data 
from the IMU. The second group represents data from other 
sensors.  

From the IMU (strapdown platform), it is possible to load 
data such as acceleration and angular velocity of rotation.                 
The advantage of these data is that they may be available at 
high sampling rates with relatively high sensitivity and accu-
racy. The disadvantage of these data is, that velocity, posi-
tion or orientation determined by direct time integration are 
loaded with error, which in time always increases. 

A second group is represented by data from GPS, barome-
ter, and magneto-compass. The advantage of these data is, 
that the error with which they are loaded is not dependent 

on time. The disadvantage of these data is that they often 
show  less accuracy, sensitivity, and their availability with a 
smaller sampling rate. Advantages of both groups can be 
obtained by some form of Kalman filter. 

3. Signals and Blocks 

In Fig. 3, all inputs into the navigation algorithm are marked  
green. These are signals, which are directly necessary for 
the navigation algorithm. Output signals are marked in 
orange. Algorithms which use pre-filter based on Kalman 
filter are marked in gray. Algorithms which use direct Kal-
man filters are marked in blue. Other blocks in which partial 
calculations are carried out are marked with yellow or white. 
The argument B represents the body frame and the argu-
ment N represents the navigation frame. Both frames have 
orientation as NED coordination system. 

4. Algorithms with Kalman pre-filter 

In Fig. 3, two blocks are using Kalman pre-filters:            
“KP- IMU&R” and “KP-GPS”. Block “KP-IMU&R” processes 
two types of data: direct data from the IMU, which are re-
presented by the body acceleration )B(a  and the body angu-
lar velocity )B(ω , and data from the magneto-compass 
(angle yaw 

R ) and barometer (
MSLh  – height above mean 

sea level). Task of this block is to make Kalman signal pre-
filtering. By this pre-filter also the value of angular accelera-
tion 

dt
d )B(ω  is calculated. 

Block “KP-GPS” processes data from GPS and strapdown 
algorithm.  This block calculates the following values: 

MSLh , 
position and velocity in the navigation frame N, the differen-
ce between the height of the reference ellipsoid 

REh and 

MSLh , and the ECEF reference point which defines zero of 
the navigation frame N. These parameters are calculated 
using Kalman filtering. The ratio between  the covariance 
matrix of process noise and the covariance matrix of measu-
rement noise is dependent on the total translational accele-
ration of the body in the navigation frame N )N(:Sd Ta  de-
termined by strapdown algorithm. 

5. Algorithms with direct Kalman Filter 

In Fig. 3, three blocks are applying direct Kalman filters: 
“DKF-EA”, “DKF-hMSL”, and  “DKF-Triplet”. 

Block “DKF-EA” processes two types of data: 

 data from the IMU as total acceleration )B(a and angular 
velocity of rotation )B(ω ; 

 reference data about the azimuth 
R  from the          

magneto-compass. 
 
In this block, reference values of Euler angles are computed 
based on the azimuth from the magneto-compass and acce-
leration values from the accelerometer. These reference 
values of Euler angles are used for estimation of the real 
Euler angles using a direct Kalman filter. The mathematical 
model of the direct Kalman filter is divided into two parts: 

 direct computation of Euler angles using the RM (rota-
tion matrix) with respect to the sequence of rotation roll, 
pitch, and yaw 

 computation of Euler angles using quaternions. 
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For smaller values of Euler angles, direct computation using 
the rotation matrix is considered. For larger values of Euler 
angles, computing over quaternions is applied.  

The direct Kalman filter works as follows: if reference data in 
the actual sample time interval are not known, the filter 
performs angular velocity integration, resulting in Euler ang-
les or quaternions. If reference data in the actual sample 
time interval are known, the filter performs estimation and 
computed offset of angular velocity. This offset of angular 
velocity is then subtracted of the angular velocity 

)B()B()B( offsetO ωωω  .  

Block “DKF-hMSL” processes two types of data: 

 height above mean sea level from barometer )baro(MSLh  

 height above mean sea level from GPS )GPS(MSLh  
 
In this case, )GPS(MSLh  is the reference signal. The reason 
is, that GPS can operate in several modes (for example 
differential GPS). The accuracy of )GPS(MSLh  is generally 
dependent on many factors. For this reason auxiliary variab-
les as 

ERR3D  (3D position error), 
SN (number of the satellites) 

and 
GPS2BS ( )baro(MSLh  value is replaced by )GPS(MSLh  value 

with respect to weight of both values) are used. According to 
the value of the logical variable 

BGPSS 2
 the direct Kalman 

filter can perform the estimation. If the estimation, then the 
direct Kalman filter carried out determines also the offset 

offsetMSL,h , which is subtracted of the )baro(MSLh . The result 

offsetMSL,MSL )baro( hhd   is then subsequently subtracted from 

the reference 
refMSL,h . 

refMSL,h  corresponds with the ECEF 

reference point. 

The final result from this block is then an estimated value 
MSL,offsetMSLrefMSL,refMSL, )baro( hhhdhD  . 

Under certain assumptions, this value of D may replace          
the D value in navigation frame N computed by GPS. The 
advantage of this method is that the value of D is known 
from barometric measurements even if no GPS signal is 
available. This method divides one position vector in the 
navigation frame N into two independent parts: part NE and 
part D. 

Block “DKF-Triplet” processes three types of data: 

 translational acceleration )N(Ta  computed from strap-
down algorithm 

 velocity in navigation frame N )N(v  from GPS 
 position in the navigation frame N obtained as combina-

tion of elements NE of the position vector N from GPS 
with element D from “DKF-hMSL” block 

 
This block uses a direct Kalman filter as estimator in the 
following cases: 

 in the current sampling period a reference vector NED or 
only NE of the position in frame N is known, or 

 in the current sampling period a reference vector of the 
translational velocity from GPS )N(Tv  is known, or 

 in the current sampling period only a reference value D 
as one element from position vector in navigation frame 
N is known 

 
 

If in the current sampling period no reference value of the 
position in frame N as N or E or D, or )N(Tv  is known, the 
direct Kalman filter works as integrator for translational ac-
celeration )N(:Sd Ta  from the strapdown algorithm. If the 
direct Kalman filter works as estimator, then it computes 
also the acceleration offset )N(offsetT,a , with   

)N()N()N( offsetT,TTO aaa  . 

6. Strapdown algorithm 

The mathematical model of the strapdown algorithm, which        
is used for airship navigation purpose, expresses the follo-
wing relationship 

  )B()B()B()B()B(

)B()B()B()B(

RTIMU

TIMU

aagRωω

vωRωa




dt

d  

where  

)B(a  is the measured acceleration vector, )B(Tv  is the trans-
lational velocity vector of the body, 

IMUR  is the IMU position 
on the body of the turn-point, )B(g is the gravitation vector in 
the body frame,  )B(Ta  is the translational vector of the bo-
dy, )B(Ra  is the residual acceleration vector of others forces 
in the body frame which are not include in the strapdown 
algorithm. 

In this case in the strapdown algorithm is 0)B( Ra , because 
errors of unmodeling acceleration are solving by )B(offsetω , 

offsetMSL,h  and )N(offsetT,a . The reason why it is possible to ac-

cept this assumption is,that all errors caused by this assum-
ption are small in relation to  errors caused by the behaviour 
of the airship body hull. 

In case of 0)B( Ra , the strapdown equation is the equation 
of the  „Flat Earth Navigator“. 

In the strapdown block there is also the computation of 
 N)GPS()B( RωO  , which defines the transformation to the 
navigation frame N with )GPS(R  as GPS  antenna  position 
on the airship body of the airship turn-point. This part is 
necessary to subtract of the )N(Tv obtained from GPS recie-
ver. 

Main output from the strapdown algorithm is the translatio-
nal acceleration in the navigation frame N: )N(Ta . 

7. Other blocks 

In the ‘other’ blocks of the algorithm (see figure 3), auxiliary 
inputs and characteristic outputs of the navigation algorithm 
are calculated.  

The clocks for magneto-compass, barometer, and GPS are 
used as auxiliary inputs. The logical value of these signals is 
ONE if magneto-compass, barometer, or GPS have an 
actual value in the actual sample time. This is important for 
decision of the Kalman filtering. 

The following parameters are outputs from the navigation 
algorithm: 

 roll, pitch, and yaw angles 
 the angular velocity )B(Oω  or )N(Oω , adjusted by the 

angular velocity offset )B(offsetω  
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 the translational acceleration from the strapdown algo-
rithm )N(:Sd Ta  

 the translational acceleration )N(Ta  which is result with 
respect to all measurement units and which is adjusted 
by offset )N(offsetT,a  

 the translational velocity )N(Tv ; 
 the position )N(pos ; 
 the height above mean sea level 

MSLh ; 

 the height above the reference ellipsoid 
REh ; 

 the ECEF reference point 

Conclusions and results 

To show the results, a comparison of a commercial naviga-
tion system with a system that was developed at our depar-
tment is accomplished. The latter is used as one part this 
algorithm (the full mathematical model of the navigation 
algorithm can not be presented here due to limited space). 
For this comparison we used a commercial navigation sys-
tem in  the price range of 4000 €. For a comparison, 25 
journeys by car were made. The mounting of both naviga-
tion systems were done in a way that the conditions were as 
similar as possible as on an airship hull (see figure 4). 

Both navigation systems are mounted on a special fixture 
which is placed in the trunk of a car. This fixture consists of 
a top platform, a lower platform, and four foam springs. The 
navigation systems are mounted on the top platform. The 
lower platform is based in the trunk. When the car is run-
ning, the springs cause movements of the top platform con-
trary to the movement of the car. This is the main objective 
of the fixture. This mechanism emulates an airship with 
implemented navigation system. The airship hull is a non- 
solid body with spring effects. Another reason why the com-
parison was done on the car is, that at the time of article 
writing our navigation system did not offer a DGPS mode. 
Driving a car and matching with Google maps is an alterna-
tive strategy. 

 
Fig. 4. Fixture of the navigation systems in the car. 

Figures 5 and 6 show Google maps with plotted averaged 
paths (from 25 journeys by car) obtained from the navigation 
system. The real paths are driven with respect to the traffic 
rules. In figures 5 and 6, two characteristic points are mar-
ked. Point 1 is located at traffic lights. Point 2 is a parking 
position. From figures 5 and 6, it is easy to see that if the car 
stopped the navigation algorithm begins "walking". This is 
caused by the GPS data, which are obtained in normal user 
mode. If the body is in motion, it is possible to eliminate this 
“walking” of the GPS by taking into account the orientation 
of the body (car). 

The precision of the proposed navigation system on the 
defined path is better than the commercial navigation sys-
tem (4000 €) about from 0,5 to 2,5m. 
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Abstract 

The main source of errors for airship navigation is that the 
airship body is not solid. For this reason a standard fixed 
calibration for a navigation system is not the best solution. 
This article provides an overview of the proposed navigation 
system for airships with compensation of errors due to resi-
lience. 
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Fig. 5. Reference navigation system (commercial). 

 

 

 

 

 

 

 

 

 

 
Fig. 6. Proposed navigation system. 
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Remote experiment 
in control education 

Martin Kalúz, Ľuboš Čirka and Miroslav Fikar 

Abstract 
This paper describes a software solution used for realization of remote experiment. 
The main aim of this work was to develop the computer software for remote access 
and control of thermo-optical device uDAQ28/LT. Our solution connects several 
information technologies which operate on client and server side. For client side 
application development, we choose the software programming platform Adobe 
Flash and for server side solution we choose technologies PHP, MySQL, and MAT-
LAB. 

Keywords: remote, control, laboratory, experiment 

Introduction 

Today, in a field of automation and process control educa-
tion, it is necessary to create quality conditions, also by 
enabling students to use real experimental devices, on 
which they can carry out their experiments and improving 
their skills. This aim can be fulfilled by several different 
ways.  One of the most used solutions is real technological 
laboratory. However, from the students view, it can be used 
only during school opening hours and it depends on acces-
sibility of teachers. But there is another way how to provide 
students access to real experiments. It is remote laboratory 
that can be used for control of real technological plants from 
any location with access to Internet. 

There are some solutions of remote laboratories over the 
Internet, created by software developers from other universi-
ties. 

Interesting solution comes from FEI STU in Bratislava, 
where remote control software for the same thermo-optical 
device uDAQ28/LT has been developed. This solution is 
based on Java Applet and Java Servlet communication, and 
MATLAB used as main control software. Used technology is 
described in detail in paper by Bisták and Beránek [1]. This 
solution was later extended by new reservation system [2] 
and has been applied to another type of device (hydraulic 
plant) [3]. 

A DSP (Digital Signal Processor)-based remote control 
laboratory was proposed by Hercog et al [4]. Their solution 
is based on in-house developed control hardware with 
MATLAB as control software and client application created 
in LabVIEW graphical programming environment. It is used 
for control of real systems like electric motor, robot mechan-
ism, power converter, etc. 

Another remote control laboratory was created at Depart-
ment of Industrial Systems Engineering of University Miguel 
Hernández in Elche, Alicante, Spain. Puerto et al. [5] sug-
gested remote control of two mechanical devices, a DC 
motor and sliding cylinder. The client side of software is built 
on HTML/PHP technologies. The communication part of 
software is based on Common Gateway Interface (CGI) and 
the main control software is MATLAB. 

We develop a remote laboratory that can be accessed by 
Internet, using a web browser, but propose a different com-
bination of technologies than above mentioned. Our remote 

control application is created as Adobe Flash program, 
framed in regular web page, accessible through e-learning 
system Moodle [6]. It also provides a video stream from 
remote web camera that is aimed at controlled device, so 
the remote user can observe the behavior of the experiment 
in real time. The Flash application is used on the client side. 
The server side with the real controlled device uDAQ28/LT 
consists of PHP/MySQL Apache-type server containing 
programs serving communication between every part of our 
software solution, MATLAB that directly controls remote 
device, and Java database software drivers for providing 
access to MySQL from MATLAB. 

In comparison with client applications from Bisták et al., and 
Puerto et al., based on HTML/PHP and Java Applet, the 
Adobe Flash programming platform is more suitable for 
graphical design development and also it provides more 
options for graphical user interface (GUI) customization. 
From the simplicity point of view and software/hardware 
requirements, Java and HTML/PHP solutions seems to be 
better, but not so far. Hercog et al. used the LabVIEW envi-
ronment for building GUI, which is directly designed for such 
use, but it is questionable if LabVIEW is an appropriate 
environment for building features like interface for communi-
cation between users, dynamically generated forms and 
fully animatable GUI. The main advantage of our solution is 
the possibility of direct storage and data management from 
experiments. This advantage stems from the using MySQL 
database system, also as communication channel. Another 
difference is that we use technology based on asynchron-
ous communication, so we can prevent the crash of experi-
ment due to short-time losses of connection between client 
and server. MySQL, PHP layer, and MATLAB are located 
on the same physical server, therefore in the case of link 
outage between client PC and server, the local communica-
tion channels on server side stay unaffected by this issue, 
so the measurement remains running and data are collected 
in MySQL. In this case, user does not lose the measured 
data. The experiment is turned off only in case of longer-
time link outage. Using PHP is fast and efficient way to 
secure communication between Flash application on client 
side and MySQL.  

This is not our first attempt of using Adobe Flash platform in 
software development. Recently, we created a virtual labor-
atory based on Flash [7], and MATLAB computation online 
laboratory based on Java [8]. 
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uDAQ28/LT device 

For purposes of remote laboratory and application testing, 
we chose a thermo-optical device uDAQ28/LT (Fig. 1) 
created by DigiCon Corporation [9]. It is originally designed 
for education in fields of automation and process control. 
Device can be connected directly to computer by universal 
serial bus (USB) and after simple driver installation it can 
communicate with MATLAB. Manufacturer provides with 
device the installation CD including software drivers, Simu-
link schemes, and user manual. Plant can be controlled by 3 
analog inputs (bulb voltage, fan voltage, and LED voltage), 
and has 4 primary outputs (light intensity, temperature in-
side light tube, fan rpm, and voltage taken by fan). 

 
Fig.1 Thermo-optical device uDAQ28/LT 

Software solutions 

Our software solution combines several technologies, which 
were chosen depending on selected criteria. The main crite-
ria were data storing ability, connection robustness, program 
processing rate, easy-to-use graphical user interface, and 
low system and hardware requirements. In this section, we 

will explain the realization of links between every part of 
chosen technology and its principles. Every user instruction 
from Flash application is processed on server side by PHP 
scripts.  

PHP is used in three different ways. 
 The first is a group of scripts, which serves application 

timing and simple computations with results directly sent 
back to application. 

 The second group of PHP scripts is used to serving 
connection between Flash application and MySQL data-
base system. 

 The third group of scripts is used for executing of server 
system commands. 

We use MySQL system for storing data like device states, 
running experiment states, MATLAB states, connection 
states, user accounts, and other. The uDAQ28/LT device on 
server-side is directly controlled by MATLAB/Simulink. We 
have created a Simulink block function, which sends the 
measured data to database in every sample time period of 
running experiment. These data are collected by Flash ap-
plication and sent to user. The connection between MAT-
LAB and MySQL is performed by Java database connection 
driver (JDBC). 

The communication between every part is shown in Fig. 2. 
Technology of experiment execution and data collecting is 
as follows. MATLAB is executed by PHP script that sends 
execution command directly to operating system command 
line. This command is built in client-side application and 
consists of two parts. The first is system command for MAT-
LAB execution with program setup parameters, and the 
second is command for MATLAB command line. This part 
contains all instructions for experiment execution, as names 
of Simulink schemes and m-files to run, input parameters, 
and other instructions for MATLAB. When MAT-
LAB/Simulink program is running, the specific m-file script 
writes to MySQL information about its state (1 – MATLAB is 
running). Data collecting is based on asynchronous technol-
ogy. Every new measured state from device is sent by Si-
mulink to MySQL and periodically collected by client appli-
cation. 

 
Fig.2 Scheme showing connections between client and server side of software solution and controlled device 
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Sampling period for Simulink experiment is set up by user 
and for data collection by Flash application is set to 0.2 
seconds. MATLAB uses JDBC for database connection and 
Flash application connects to database through PHP layer. 
After experiment is finished, MATLAB is automatically 
turned off by its script. It can be turned off also manually by 
the user from client application. 

Application overview 

The remote laboratory can be used by anyone who is regis-
tered as user of Moodle. After sign in to remote laboratory 
course, user fills a simple registration form to create a new 
account. After registration, user receives a confirmation e-
mail with account activation link and can sign in to remote 
control application. 

The Flash application is accessible through any web brows-
er, because it is embedded into regular web page. The only 
requirement to run the application is Adobe Flash Player 
(downloadable software plug-in). The application web site is 
located on e-learning system LMS Moodle, and it is access-
ible through the main web site of our department. 

Application GUI consists of several screens. The first is 
login interface (Fig. 3), where user has to put his login name 
and password to sign up for experiment. 

In the actual version of our solution, it is necessary to use 
account login option directly in client application, because 
the actual version of application is aimed to be independent 
on web location. Due to fact that our solution is a part of 
remote laboratory course, located on Moodle, in future we 
plan to create extension that will provide Access to applica-
tion user account directly through Moodle, by using its ses-
sion cookies. 

On the second screen (Fig. 4) user can reserve the time 
session for experiment and communicate with other signed 
up users by chat. Application provides option for reserva-
tions management, like creation, removal, and sort.  

Before proceeding to the experiment itself a new time reser-
vation has to be created. Flash program scripts run in back-
ground of application to compare new reservation with those 
which are saved in database to avoid time collision between 

experiments. One user can register maximum three reserva-
tions with maximal duration of 30 minutes (sufficient time for 
performing the experiment on uDAQ28/LT). 

If session reservation is finished, user can switch to another 
screen, where he can set up the experiment. On setup 
screen (Fig. 5) user chooses Simulink scheme which will be 
executed in remote MATLAB. All Simulink schemes are 
located at server and registered in MySQL database sys-
tem. Content of each scheme is automatically detected by 
parsing software. This software part is necessary for gather-
ing informations about Simulink model files (MDL-files) and 
their content. In application, when user selects scheme for 
measurement, the parsing PHP script reads the MDL file 
and detect all important objects in it. The script looks for 
Simulink blocks and their parameters, and sends informa-
tion about them back to Flash application, where the input 
form is dynamically generated. This way, user can view and 
edit all important parameters that model requires. The script 
detects most commonly used blocks and their parameters, 
like constant, step, transfer function, and PID controller 
blocks. User can change their values before measurement 
starts and also select parameters that may be changed 
during experiment.  

Application contains all default simulation schemes provided 
by device manufacturer, but there is also an option to upl-
oad custom scheme created by user. For this purpose we 
have created upload form that provides all necessary fea-
tures important for keeping software security and operatio-
nality.  

Before a new schema is uploaded to server and saved to 
database, the security PHP script checks if file has proper 
extension, size, and if contains all necessary parts, like 
database connector block and block for data export. In last 
step PHP script reads file to look for dangerous content (for 
example system commands written by user). 

When all input parameters for experiment are correctly filled, 
user can execute the experiment. After connection between 
user-side application and MATLAB is established and MAT-
LAB/Simulik is properly running, the application switches to 
experiment screen (Figs. 6 and 8). User can observe expe-
riment results and remote device states and also can send 
commands for setting up new values of device inputs (Fig. 
7).

 
Fig.3 First screen of Flash application, showing the picture of remote device and login form 
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Fig.4 Second screen of Flash application, showing reservation system for experiment 

 
Fig.5 Input form for experiment parameters associated to chosen scheme 

 
Fig.6 Running experiment (input/output view) 

 
Fig.7 Running experiment (input form where user can change parameters in real time) 
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Fig.8 Running experiment (selected variable graph view) 

 

When experiment is finished, user can download all meas-
ured data from database in chosen format. Application can 
provide data in the form of structured XML file, plain text file 
or MATLAB m-file. Every experiment result is stored in da-
tabase with unique identifier, and can be accessed later. 
Web module for data export is shown in Fig. 9. 

 
Fig.9 Data export form. Results are sorted by user name 

and time of measurement 

Conclusion 

Remote laboratories can be a suitable way to improve edu-
cation in field of automation engineering and process con-
trol. Our proposed solution presents one of many different 
ways how can remote laboratory be realized. We have cho-
sen technologies which can easily handle features that are 
required for this kind of solution. MySQL database system is 
suitable for fast storage and data management and it is also 
robust enough for programs with high database access 
traffic. Adobe Flash Application on user side provides easy-
to-use GUI and can be run directly through web browser 
without any installation procedure. 
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Air/Fuel Ratio Model Predictive Con-
trol of a Real-world  
Gasoline Engine 

Matúš Kopačka, Peter Šimončič, Jozef Csambál,Marek Honek, Sławomir Wojnar, Tomáš Polóni, Boris 
Rohaľ-Ilkiv 

Abstrakt 
The following paper deals with the air/fuel ratio (AFR) controller applied on spark 
ignition engine. It utilizes the analytical model predictive controller based on the 
multi-model approach which employs the autoregressive model (ARX) network and 
the weighting of local models, coming from the sugeno-type fuzzy logic. The weig-
hted ARX models are identified in the particular working points and are creating a 
global engine model, covering its nonlinearity. Awaited improvement of a proper 
air/fuel mixture combusted in a cylinder is mostly gained in the transient working 
regimes of an engine. In these regimes, the traditional control approach looses its 
quality, compared to steady state working regimes of an engine. This leads to higher 
fuel consumption and level of emissions from an engine. Real-world experiments 
related to the VW Polo 1390cm3 engine, at which the original electronic control unit 
(ECU) has been replaced by a dSpace system executing the model predictive con-
troller. Results acquired during the researches proves, that the proposed controller is 
suitable for the air/fuel ratio control giving sufficiently good and steady system out-
put. 

Keywords: model predictive control, analytical solution, air/fuel ratio, SI engine, 
ARX models 

 
Introduction 

A run of a spark ignition engine (SI) is highly dependent on 
the mixture of the sucked air and injected fuel present in the 
cylinder, waiting to be ignited by the spark. Incorrect ratio of 
this two components may lead to the poor engine power, 
ineffective functionality of the catalytic converter resulting in 
higher level of emissions polluting the environment and in 
the extreme case this can lead to the engine stoppage. Due 
to this reason it is crucial to keep the air/fuel ratio (AFR) at 
the stoichiometric level, which means, that both, the air and 
the fuel are completely combusted. Due to above mentioned 
reasons and all the time tightening emission standards the 
car producers are improving the control of the air/fuel ratio. 
Traditional control of air/fuel ratio is based on a feed-forward 
control using predefined tables determining how much fuel 
has to be injected into a cylinder, based on the information 
from the mass air flow meter. This fuel amount is subsequ-
ently corrected using the information from the lambda probe, 
so the stoichiometric mixture can be reached. Due to a 
lambda probe position (at the engine exhaust) a delay ari-
ses, causing an improper feedback correction at the unstab-
le engine regimes, like acceleration, or deceleration. On the 
other side, this kind of control guarantees stability and ro-
bustness at all conditions and therefore is still preferred by 
car producers, despite its disadvantages in control. The 
academic field have started to publish other kinds of air/fuel 
control, mostly model-based ones. The model-based appro-
aches are bringing good quality of control, but are also more 
sensitive to the model precision and issues with stability and 
robustness appear. A survey through popular "mean value 
engine modeling" is described in Bengtsson et al. (2007). 
This analytical way of engine modeling is very clear, but 

requires exact knowledge of the system and the model error 
has to be taken into account explicitly. Other ways of a mo-
del acquisition are based on the experimental identification 
(black box modeling). Works of Zhai et al. (2010), Zhai and 
Yu (2009) and Hou (2007) are specialized in employment of 
neural networks, while Mao et al. (2009) uses for engine 
modeling CARIMA models. In the engine control itself be-
came popular fuzzy logic (Hou (2007)), neural network con-
trol (Arsie et al. (2008)) and model predictive control (MPC) 
approaches (Loriniet al. (2006) and Muske and Jones 
(2006)). General topics on an issue of stability and robus-
tness in MPC can be found in Mayne et al. (2000), or Ze-
man and Rohal-Ilkiv (2003). Our approach, introduced in 
Poloni et al. (2007) is utilizing an analytical model predictive 
controller with a penalization of a terminal state. It uses a 
multi-model approach using a weighted net (sugeno-type 
fuzzy logic) of autoregressive models (ARX) as a system 
model. The ARX models were identified in the particular 
working points of the engine as black box models. This 
method of engine modeling offers an easy way of "global 
nonlinear system model" acquisition with subsequent utiliza-
tion in the model based system control. The preliminary 
real-time predictive control results presented in this paper 
indicate that the proposed controller could be suitable alter-
native toward the air/fuel ratio control through the look-up 
tables. 

1. Air/fuel ratio 

The model of the air/fuel ratio dynamics  of a spark ignition 
engine is based on the mixture, defined as a mass ratio of 
the air and fuel present in a cylinder at a time instance . 
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Due to the fact, that the air mass flow is measured as an 
absolute value, it was necessary to integrate this amount 
during the particular time and express the air and fuel quan-
tity as relative mass densities ���������������

���������������. Hence, the 
air/fuel ratio is defined, as: 

���� � �����
�����

�
��� (1) 

Where ����� and ����� are relative mass amounts of air 
and fuel in a cylinder and ��� � 	1�.�� is the theoretical 
amount of air necessary for the ideal combustion of a unit 
amount of fuel. The ��� constant normalizes the ideal value 
of � to be 1.0. 

2. Si engine modeling using ARX mo-
dels 

The engine modeling is based on the weighted linear local 
model with single input single output (SISO) structure (Polo-
ni et al., 2008). The parameters of local linear ARX models 
with weighted validity (Murray-Smith and Johanssen, 1997) 
are identified to model the nonlinear dynamics of the AFR. 
The principle of this nonlinear modeling technique is in parti-
tioning of the engine’s working range into smaller working 
points. 

A net of local ARX models weighted for a particular working 
point � is defined, as: 

∑ ������� ��������������� �
	∑ ������� ��������������� � ∑ ������� �������� � ��k� (2) 

defined by polynomials �� and ��: 

����� � 1 � ������� � ��	���������	 (3) 

	����� � ������������� � ��	��������������� 

where symbolics 	��� denotes a sample delay, e.x. 
	���y�k� � y�k � ��, ����	 and ��������� are parameters of 
���local function and �� is its delay. Parameter �� repre-
sents the number of local models. 

The �� denotes a weighting function of a particular ARX 
model (see Sec. 2.1) and the ���� is a stochastic term with 
a white noise properties. The engine working point itself is 
defined by engine revolutions ��� and the throttle valve 
position �� hence: ���� � �������� �������. The absolute 
term �̂� of the equation is computed from the steady state 
values of the system output ���� and the system input ����, 
as: 

�̂� � ���� � ���� ∑ a���� ���
��� ���� ∑ b���������  (4) 

The model output is computed from the equation: 

����� � ∑ ������� ������ �
�∑ a����q��y��k� ���

��� ∑ b���������q�����u�k� � �������� � (5) 

which after the introduction of the estimated parameter 
vector ��� and the regression vector ����, becomes: 

����� � ���k�∑ ������� ��������� � ∑ ������� ��������� (6) 

2.1. Weighting functions 

The full working range of the engine has been covered by a 
discrete amount of local linear models (LLMs), identified at 
particular working points. The LLMs are being weighted by a 
weighting functions defining validity of each local model 
according to an instantaneous working point of the engine. 
Due to a request of a smooth and continuous global engine 

model, design of those weighting functions was crucial. 
There were designed particular interpolation functions for 
every LLM, assigning it 100% validity exactly at the belong-
ing working point with a decreasing tendency in the direc-
tions of the deviation of the throttle valve opening Δ�� and 
the engine revolutions Δ��� from the particular working 
point. The "three dimensional" Gaussian functions: 

��������� � 	���
�
��
�
��Δn���k�Δt��k�� �

�
�����

0
0 �

������
� �Δn���k�Δt��k� �

�
��
�
 (7) 

were used as the local weighting functions, due to their 
suitable shape fulfilling the approximation properties. The 
choice of tuning parameters ���� � ��0 and ���� � 0.� used 
in the weighting functions has been chosen experimentally, 
awaiting continuous and smooth output of the modeled 
system. At the same time the experiments have shown, that 
there can be used identical weighting functions for weighting 
of the air and fuel path parameters. All the weighting func-
tions were at the end normalized by creating normalized 
weighting functions: 

�������� � 	 ���������
∑ �����������
���

 (8) 

so the sum of values of all weighting functions belonging to 
a particular working point (Fig. 1), equals exactly one: 
∑ ������������� � 1 

 
Fig.1 Relative weighting Gaussian functions 

2.2. Model identification 

Considering the ���� modeling, the engine has been divided 
into two subsystems with independent inputs, namely into: 
 Air path- with the throttle valve position as the distur-

bance input 
 Fuel path- with the input of fuel injector opening time 

Another disturbance like acting quantity in the air path were 
engine revolutions, implicitly included in the engine model, 
particularly for each working point. 

Parameters of the local ARX models have been estimated 
from the data acquired from the exhaust gas oxygen sensor 
and an air flow sensor. The identification has been designed 
so, that the dynamics of the air path and fuel path stayed 
uncoupled, hence the dynamics of both paths were meas-
ured indirectly. 
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2.2.1. Air path identification 

The first experiment started at the stoichiometric value of �� 
in the operation point �. To excite the air path dynamics, the 
throttle valve position was oscillating around its steady posi-
tion according to a pseudo random binary signal (PRBS), 
while the fuel injectors were delivering constant fuel mass 
����. The change in �� value has been recorded. During the 
experiment the engine was braked at constant revolutions. 

2.2.2. Fuel path identification 

The identification of the fuel path dynamics has been done 
similarly, but with the fixed throttle valve delivering a con-
stant air mass ����. The PRBS was varying the fuel injec-
tors’ opening time and the value of �� had been measured 
again. 

In both experiments it was necessary to wisely propose a 
PRBS, so that the air/fuel mixture is always ignitable. The 
local ARX models can be subsequently determined from the 
measured values of instantaneous ����� and ����� belong-
ing to the air path and fuel path, utilizing relative air and fuel 
mass densities: 

����� � ������������  (9) 

and 

����� � �������
�����  (10) 

The final formula describing the aif/fuel ratio dynamics is 
built up of local linear ARX models of the air and fuel paths 
is in the form: 

���k� � �
��� � �

������∑ ����������������∑ ��������������������
�����

������∑ ����������������∑ �����������������
���

��
���

� (11) 

Where: 
� is the regression vector of system inputs and outputs 
��  is the amount of working points 
� is the interpolation function 
�  is the vector of a working point 
�  is the vector of ARX parameters 
�  is the absolute term of an ARX model 

In accordance with the general model structure presented, 
the key variables are defined in the Table 1. 

 
general 
symbol 

air-path 
model 

fuel-path 
model 

operating point 

���� ����� �����  

���� ����� �����  

���� ����� �����  

��� ����� �����  

ρ������� ρ��������� ρ���������  

c�� c���� c����  
����   �������� ���� � ���� 

Tab.1 Symbol connection between the general expres-
sion and the model 

3. Predictive Control 

The strategy of an "exceeding oxygen amount" control using 
a predictive controller is based on a prediction of a con-
trolled quantity � and subsequent minimization of a chosen 
cost function on the horizon �� expressed in a standard 

quadratic form. The value of � is predicted by utilization of 
partially linear models of the air and fuel path. Through the 
independent air path model the proper amount of fuel is 
predicted and enters the cost function �. Hence, the target of 
the cost function minimization is to determine such a control 
law, that the measured system output � is stoichiometric. 
The second modeled subsystem, the fuel-path, is an explicit 
component of the objective function where the amount of 
the fuel is the function of optimized control action (Poloni et 
al. (2008)). 

3.1. Predictive model 

The applied control strategy is based on the knowledge of 
the internal model (IM) of air-path, predicting the change of 
air flow through the exhaust pipe, and consequently, setting 
the profile of desired values of the objective function on the 
control horizon. In this case we will consider the state space 
(SS) formulation of the system and therefore it is necessary 
to express linear local ARX models in the SS structure with 
time varying parameters: 

�������� � 1� � ������������������ � ������������������ 
����������� � ��������������� (12) 

The weighted parameters of multi-ARX models are dis-
played in matrices ������ and ������ for both subsystems. This 
is a non-minimal SS representation whose advantage is, 
that no state observer is needed. The "fuel pulse width con-
trol" is tracking the air mass changing on a prediction hori-
zon from IM of the air-path, by changing the amount of in-
jected fuel mass. Due to tracking offset elimination, the SS 
model of the fuel-path (12) (index �), with its state space 
vector ��, is written in augmented SS model form to incorpo-
rate the integral action: 

����� � 1� � ������������ � ������������ (13) 

or 

����� � 1�
����� � � ������ B����

0 1 � � �����
���� � 1�� � �B����1 � ������ 

������� � ��������� � �������� (14) 

or 

������� � ������������ � �������� 
The prediction of the air mass ����������� on the prediction hori-
zon (��) is dependent on the throttle position ��������  and is 
computed as: 

������������ � Γ����x���� � Ω����t������� � 1� (15) 

where the �� denotes the state space vector of the air path. 

Due to the imprecise modeling (IM strategy), the biased 
predictions of the air mass future trajectory and consequent-
ly biased fuel mass might occur. This error is compensated 
incorporation the term �������� � �������� into the fuel mass 
prediction equation: 

����������� � Γ���������� � Ω�������������� � 1� �
�������� � �������� (16) 

The matrices of free response Γ�, Γ� and forced response 
Ω�, Ω� are computed from the SS model (12), respectively 
(Maciejowski, 2000). Since there is only ���� measurable in 
equation (1), the value of ����� needs to be substituted 
using IM of the air-path, then: 

������ � �
���

�������
����  (17) 
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The estimate ������ is used to compensate for possible bias 
errors of predicted ����������� in (16).  

3.2. Analytical solution 

The analytical solution is based on the cost function (18), 
encompassing deviations of predicted fuel mass amounts 
between the air and fuel path (based on (1)); a penalization 
of control increments �; and a penalization � of a deviation 
between a predicted and desired end state. 

�� � �������������
��� � �������������

� � ������������ � ����
� �

������N� � ���,��N���
� (18) 

The chosen MPC approach utilizes the state space repre-
sentation with an integral control for the correction of the 
prediction. Due to a disturbance ����, the steady state valu-
es of � and � have to be adapted so, that the assumption 
� � � is valid. This problem solves an explicit inclusion of the 
disturbance into the model. The fuel injectors are controlled 
by a fuel pulse width, what is at the same time the control 
��. The optimal injection time can be computed by minimiza-
tion of a cost function (18), which has after expansion by the 
fuel path prediction equation, form: 

�� � �������������
��� � �������� � Ω����������� � ���

�
� � ��������������� � ����

� �
������N� � ���,��N���

� (19) 

An analytical solution of ����������� � � of (19) without constraints 
leads to an expression determining the change of "fuel injec-
tor opening time" in a step ���,as: 

�� � �Ω�Ω � �� � �Ω��� Ω����� � �Ω������ � ������� �
�Ω��T������Ω��T��,�� (20) 

Hence, the absolute value of the control action in a step � is 
given by a sum of a newly computed increment in a control 
(20) and an absolute value of the control in a step �� � ��: 
����� � ���� � �� � ������ (21) 

4. Rapid Control Prototyping System 

The computational unit necessary for the real-time imple-
mentation of the MPC control is based on a powerful and 
freely programmable control system based on dSpace and 
RapidPro units; or "Rapid Control Prototyping System" 
(RCP), (Fig. 2, dSPACE GmbH. (2009)).  

 
Fig.2 Scheme of the Rapid Control Prototyping System 

It is built-up on the processor board ds1005 and hardware-in-
loop platform dS2202 HIL. The RCP ensures sufficient head-

room for the real-time execution of complex algorithms (Ar-
sie et al. (2008)) and lets all engine tasks to be controlled 
directly. Also, the customized variants of the controller can 
be performed immediately. 

Typical RCP system consists of: 
 A math modeling program (prepared in Simulink) 
 Symbolic input/output blocks 
 A real-time target computer (embedded computer 

with an analog and digital I/O) 
 A host PC with communication links to target computer 
 A graphical user interface (GUI) which enables to 

control the real time process 

The RCP system enables to use a support in the form of 
embedded functions which make the preparation of algo-
rithms easy and fast. It is a great help, because one can 
then concentrate on significant problems (development and 
debugging of algorithms) without the spending time on not 
so important tasks (how to handle features of RCP system 
at low level programming). 

5. Real-time Application of a Predictive 
Control 

The ability to control the mixture concentration at stoichi-
ometric level using MPC is demonstrated through the real-
time SI engine control (Fig. 3). 

 
Fig.3 Control scheme 

This has been performed using the AFR predictive control 
strategy described in the previous section, designed in Mat-
lab/Simulink environment and compiled as a real-time appli-
cation for a dSpace platform. It has been applied to the VW 
Polo engine (Fig. 4), 1390 cm3 with 55kW at 5000 rpm, not 
equipped with a turbocharger or an exhaust gas recircultion 
system. 

 
Fig.3 Spark ignition engine VW Polo 1.4 
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Fig.3 Results of an AFR SI engine control 

 

The control period was 0.2s. The result of an identification 
are 9 local linear models (LLM) for each, air and fuel path, 
dependent on a throttle valve opening and engine revolu-
tions. 

The primary target of a control (Fig. 5) was to hold the 
air/fuel ratio in a stoichiometric region �� � ��, in the worst 
case to keep the mixture ignitable ��.� � � � �.��. During 
the experiment, the change in throttle valve opening, be-
tween 21 and 22 degrees (Fig. 5, variable ��) and the 
change of engine revolutions (Fig. 5, variable ���), has been 
performed several times. These changes simulate varying 
working regimes of an engine, which is adapting its run to a 
daily traffic. Changes in ��  and ��� quantities are determin-
ing the engine load, at the same time, ensuring, that the 
engine passes through several working points during its 
operation. As mentioned in Section 2, the engine revolutions 
are not included among explicit variables of local models, 
but they build together with a delayed throttle valve position 
a vector of an working point ����. 
The quality of control is sufficient (Fig. 5, variable �), with 
exceptional acceptable overshoots in both directions. These 
overshoots of the controlled variable � have been caused by 
smaller model precision, due to its distance from the work-
ing point, at which the system identification has been per-
formed. This effect is caused by the approximation of a 
particular model from the other working points’ models. 

The corresponding control (fuel injection time) computed by 
the controller is shown in (Fig. 5, variable ����). The initial 
engine warm-up (to 80 ºC) eliminated model-plant mismatch 
caused by temperature dependent behavior of the engine. 

The control has been performed by choosing the penaliza-
tion � � �.�. Utilizing the member ������N� � ������N���

� of a 
cost function by setting � � �.� allowed us to shorten the 
control horizon to �� � �� what significantly unloaded the 
computational unit and stabilized the controlled output of the 
engine on this shortened horizon, as well. The best control 
has been achieved in the neighborhood of working points, 
what is logically connected to the most precise engine mod-
el at those points. In other working points the control is still 
good enough, with small deviations from the stoichiometric 
mixture. 

6. Conclusion 

Considering the preliminary results from the real-time expe-
riments at the engine, it can be concluded, that the idea of 
the AFR model predictive control based on local ARX mod-
els is suitable and applicable for the SI engine control. The 
proposed flexible design of a predictive controller offers 
easy tuning possibilities and a potential for the model accu-
racy improvement by the extension of the global engine 
model to other working regimes of the engine. The next 
project step shall be the overshoot elimination in the �- 
control by the identification of wider net of "local linear en-
gine models" and implementation of constraints. Another 
task which has to be done is a comparison of the quality of 
control gained by the MPC controller with a baseline elec-
tronic control unit. This goal has been not yet achieved, as 
the original ECU has been replaced by the dSpace system 
running our controller.  
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Abstract 

The following paper deals with the air/fuel ratio (AFR) con-
troller applied on spark ignition engine. It utilizes the analyti-
cal model predictive controller based on the multi-model 
approach which employs the autoregressive model (ARX) 
network and the weighting of local models, coming from the 
sugeno-type fuzzy logic. The weighted ARX models are 
identified in the particular working points and are creating a 
global engine model, covering its nonlinearity. Awaited im-
provement of a proper air/fuel mixture combusted in a cylin-

der is mostly gained in the transient working regimes of an 
engine. In these regimes, the traditional control approach 
looses its quality, compared to steady state working regimes 
of an engine. This leads to higher fuel consumption and 
level of emissions from an engine. Real-world experiments 
related to the VW Polo 1390cm3 engine, at which the origi-
nal electronic control unit (ECU) has been replaced by a 
dSpace system executing the model predictive controller. 
Results acquired during the researches proves, that the 
proposed controller is suitable for the air/fuel ratio control 
giving sufficiently good and steady system output. 
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PIDTOOL 2.0 – Software for Step-
Response-Based Identification and 
PID Controller Tuning 

Juraj Oravec, Monika Bakošová 

Abstract 
The main aim of this paper is to present a novel version of software for PID control-
ler tuning called PIDTOOL 2.0. The software represents a user friendly tool for sim-
ple step-response-based identification of a process model, fast PID controller tuning, 
and effective checking the quality of control. The software can be used as useful and 
visual tool for teaching purposes in laboratory exercises oriented on process control. 
In PIDTOOL 2.0, user can easily change a language of the graphic user interface. 
Nowadays, there is a possibility to choose between English and Slovak. The soft-
ware has been developed in the MATLAB-Simulink programming environment using 
its graphic user interface 

Key words: PID controller, controller tuning, identification, filtration, graphic user 
interface 

 
Introduction 

The aim of this paper is to present a new version of software 
for PID controller tuning called PIDTOOL 2.0 [1], [2]. It has 
been developed at the Institute of Information Engineering, 
Automation, and Mathematics of the FCFT STU in Bratisla-
va [1], [3] in the MATLAB - Simulink programming environ-
ment and uses its graphic user interface (GUI). 

As PID controllers belong to the most used types of control-
lers in industry [4], PIDTOOL 2.0 is oriented mainly on PID 
controller tuning. The software enables to tune PID control-
lers using various analytical and experimental methods, and 
new methods described in [4], [5], [6], [7], [8], [9], [10], [11], 
[12], [13], [14], [15] were added. If a transfer function of the 
controlled process is unknown, the software enables to 
identify the controlled process from its step response [16].  

The identified step response can be either damped periodic 
or aperiodic. The step-response data can be set directly or 
loaded from the data file. If noisy step-response data have 
been loaded, designed software enables to run filtration. 
Properties of the tuned controller can be judged visually and 
analytically, as PIDTOOL 2.0 displays simulated control 
response, time behavior of the manipulated variable and 
values of various integral performance indexes. So, it is 
easy to compare several closed-loop step responses gener-
ated using various PID controllers with different values of 
set-points, disturbances and constraints on manipulated 
variables. 

The software PIDTOOL 2.0 can be used especially for 
teaching purposes in laboratory exercises oriented on 
process control. It can be also useful for those who need to 
identify controlled process from its step-response data, to 
filter noisy data, to tune PID controllers or to compare vari-
ous types of control algorithms with simple PID control. 

1. PIDTOOL 2.0 

PIDTOOL 2.0 solves two basic problems, identification and 
controller tuning (Fig. 1).  

PIDTOOL 2.0 enables to identify a controlled process from 
its step response. The software distinguishes identification 
from an aperiodic or a damped periodic step response.  

 
Fig. 1 Basic window of PIDTOOL 2.0 

The Strejc method [6], [7], [10] is applied for identification 
from the aperiodic step response and the method described 
in [7] is used for identification from the damped periodic step 
response. The result of identification is a controlled process 
model described by the transfer function (1) for aperiodic or 
(2) for damped periodic step response 
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where n is the order of the system, K is the gain, T is the 
time constant, ξ is the damping coefficient and D is the time 
delay.  

The identification can be simply started using button Identifi-
cation located in the basic window (Fig. 1). The next window 
(Fig. 2) offers three identification possibilities. 

 
Fig. 2 Basic window of identication 

The first button Step Response Data enables to identify the 
controlled process directly from data obtained from the 
measured and recorded step response.  

The second button Load the Data File (Fig. 2) opens the 
new window (Fig. 3), where user can comfortably find out a 
required data file containing recorded step-response data. 
The considered structure of the data file is as follows, the 
first column vector represents a time and the second column 
vector represents associated measured values of output 
variable. 

PIDTOOL 2.0 enables to load the data file which includes 
also the third column vector of values of manipulated varia-
ble (Fig. 4). If several step responses are included in the 
loaded data file, they are automatically recognized and the 
nominal step response is evaluated (Fig. 5). It enables to 
reach the nominal transfer function of identified non-linear 
controlled process. This possibility makes the identification 
from step response using this software even user-friendlier. 

 
Fig. 3 Window for loading the datale 

 

In the next window, there is a choice of data processing 
(Fig. 6). To obtain the aperiodic model of controlled process, 
user can directly use the button Identification. 

When the damped periodic model is required, user can 
simply activate the checkbox Periodic process and then use 
the button Identification. If the controlled process has been 
identified using the Strejc method, the tangent to the step 
response is also depicted and its equation is given (Fig. 7). 
In the new window, the parameters of model (1) or (2) of 
identified process are shown (Fig. 8, Fig. 9). 

 
Fig. 4 Loaded data of step response 

 
Fig. 5 Nominal and normalized step responses 

 
Fig. 6 Choice of processing of loaded data 

PIDTOOL 2.0 enables to use button Identification Tuning 
(Fig. 10) to receive the transfer function, which generates 
the step response that covers the original one more precise-
ly. In the new window (Fig. 11) the step response of identi-
fied transfer function can be simply modified by changing 
the slope of its tangent [10]. The new parameters of identi-
fied transfer function are directly shown. It helps to check 
whether the identified transfer function has still required 
properties, e.g. the order n. If the loaded data are noisy, the 
user can use the filtration before identification, simply using 
the button Filtration (Fig. 6). Then the new window for filtra-
tion is opened (Fig. 12). By using the button Save (Fig. 12), 
user can simply store reached filtered data into the new data 
file for later usage. After filtration, identification can be 
started. 
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Fig. 7 Step response of identied process 

 
Fig. 8 Identified parameters of aperiodic system 

 
Fig. 9 dentied parameters of damped periodic system 

The third button Process Model Data (Fig. 12) enables to 
identify process model with required properties of transfer 
function. Using this button, the new window shown in Fig. 13 
will be opened. In this window, the parameters of the model 
described by the transfer function (3) can be simply set. 
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If the checkbox Periodic process has been activated 
(Fig. 13), given model (3) will be approximated by the trans-
fer function (2), otherwise by the transfer function (1). The 
approximation is started using the button Identification 
(Fig. 13). This approximation of the given model can be 

useful in the case when chosen PID controller tuning me-
thod requires controlled model described by the transfer 
function (1) or (2). 

 
Fig. 10 Additional options of identication 

 
Fig. 11 Window for identication tuning 

 
Fig. 12 Window of ltration 

The software PIDTOOL 2.0 is oriented mainly on PID con-
troller tuning. PID controllers can be designed for controlled 
process models with either damped periodic or aperiodic 
step responses described by the transfer functions (1) or 
(2). To run direct controller tuning, user can use the button 
Controller Tuning located in the basic window (Fig. 1), or 
use this button after the identification (Fig. 8, Fig. 9). Then, a 
window is opened where the user can choose a required 
type of PID controller and a type of a tuning method 
(Fig. 14). 

It is possible to choose a P, PI, PID or PD controller. For 
simpler handling, the methods for controller tuning are di-
vided into two main groups: analytical and experimental 
methods. Various types of experimental (Fig. 15) and ana-
lytical methods (Fig. 16) can be used for controller tuning. 
Calculated parameters of the tuned controller are shown in 
the new window (Fig. 17), where ZR is the gain, TI is the 
reset time and TD is the derivative time of the controller. 

In the top right part of the opened window (Fig. 17), the 
parameters of the transfer function of the controlled process 
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are also shown. These parameters can be modified and the 
tuned controller can be so tested in the presence of model 
uncertainty. The properties of the closed loop with the tuned 
controller can be judged by simulation of control. The stan-
dard control law (4) is supposed as a default control law.  

 
Fig. 13 Process model data 

 
Fig. 14 Window for PID controller tuning 

Setting the parameters bW, TR and TF enables to use im-
proved form of control law. The proportional part of control 
law is then modified by the value of the parameter bW. Set-
ting this parameter enables to change the weight of set-
point w(t) in the control error evaluation (5). The non zero 
value of the parameter TR modifies the integral part of con-
trol law (6). Setting this parameter enables to prevent 
integral windup. The parameter TF modifies the derivative 
part of control law (7). The non zero value of this parameter 
represents a filter of derivative part of control law to obtain 
the proper transfer function of the derivative part of the con-
troller. 
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Fig. 15 List of experimental methods used for PI  
controller tuning 

 
Fig. 16 List of analytical methods used for PID  

controller tuning 

Using the button Step Response (Fig. 17) runs quality eval-
uation of control. The set-point tracking and the disturbance 
rejection can be simulated in the presence of boundaries on 
the control input. For simpler handling, the parameters have 
preset default values. In the case, the manipulated variable 
is constrained, user can compare the closed-loop step res-
ponses and the time behaviors of the manipulated variable 
before and after the saturation. After simulation, the closed-
loop step responses (Fig. 18) and the time behaviors of the 
manipulated variable (Fig. 19) are shown. In the case the 
legend overlaps the displayed graph (Fig. 18), it is possible 
to deactivate the checkbox Legend and to hide the shown 
legend. Using the checkbox Grid leads to displaying the grid 
of the shown graph. Both of these possibilities are included 
in all displayed graphs, generated by this software. The 
quality of control performance (Fig. 20) can by also judged 
by calculating several integral performance indexes [1], [3], 
[5], [7], [13]. 
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Fig. 17 Window for evaluating the quality of control 

 
Fig. 18 Closed–loop step response 

 
Fig. 19 Control input 

Using the possibilities of window shown in Fig. 17, it is easy 
to compare several step responses and values of perfor-
mance indexes reached with different values of set-points, 
disturbances and constraints on the manipulated variables.  

 
Fig. 20 Values of performance indexes 

 

The values of all the parameters, which are necessary for 
simulations, are stored by PIDTOOL 2.0. Calculated values 
of performance indexes are also stored. These stored data 
can be simply shown by using Setup/Show results located in 
basic window (Fig. 21). The stored data are transformed into 
html-file. The stored data are shown in simple summary 
table with date and time of simulation. This new ability can 
be helpful in the case, when many simulations at different 
conditions have been evaluated and user wants to compare 
obtained results to make decision, which controller is the 
most suitable for control. 

 
Fig. 21 Setup menu of PIDTOOL 2.0 

It is easy to change a language of graphic user interface. 
Actually, there is a possibility to choose between English 
and Slovak language (Fig. 21). Also other languages can be 
simply added into the software PIDTOOL 2.0.  

Conclusion  

The software PIDTOOL 2.0 has been developed in the 
MATLAB - Simulink programming environment using its 
Graphical User Interface and offers to the user a comforta-
ble and visual environment for fast identification, simple PID 
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controller tuning and effective evaluating the quality of con-
trol in various conditions. The values necessary for evaluat-
ing the quality of control and calculated quality criteria are 
stored and can be displayed in a simply summary table. 
Using this new ability helps to decide, which controller is the 
most suitable for control. This software has been tested by 
students at the FCFT in two courses; in the course Process 
Dynamics and Control that is taught in the first year of the 
Master study and the course Integrated Control in the 
Process Industry that is taught in the third year of the Ba-
chelor study. Using the software is limited only for teaching 
purposes. To obtain the software contact the authors. 

There exist various software applications, which enables to 
design the PID controller, for example see [10] or [17]. The 
comparison of the available applications will be subject of 
our next work.  
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Real-Time Implementation  
of Explicit MPC Using PLC  

Ivana Rauová, Richard Valo, Michal Kvasnica and Miroslav Fikar 

Abstract 
We consider the problem of real-time implementation of explicit Model Predictive 
Control (MPC) feedback laws using Programmable Logic Controller (PLC) platform. 
A controller defined by a continuous Piecewise Affine (PWA) function represents a 
solution of the MPC problem. The challenge becomes how to make browsing 
through the regions of the controller easier and more applicable on memory-
restricted devices. The proposed design procedure is illustrated on a real-time 
control of a laboratory heat exchange plant. 

Keywords: model predictive control, programmable logic controllers 

 
Introduction 

Model predictive control (MPC) is an attractive approach 
widely used in industry to control a broad range of the 
systems due to its ability to provide optimal performance 
while taking process constraints into account [5]. In MPC the 
control objectives are translated into an optimization 
problem, which is formulated over a finite prediction horizon. 
The result of the optimization is a sequence of optimal 
control moves which drives system states towards a given 
reference point while respecting system constraints (such as 
upper and lower limits on the inputs and states) and 
optimizing a selected performance criterion. Traditionally, 
MPC is implemented in a so-called Receding Horizon 
fashion where the optimal control move is achieved by 
solving optimization problem in each time instance for a 
newly measured state. This approach induces lot of 
computation load at each sampling time, which might be 
prohibitive if not enough computation power is available or if 
sampling time is too short. 

If less powerful control platforms are employed, additional 
care has to be taken to respect real-time constraints. One 
approach to decrease computational load involved in 
obtaining of optimal control action u* for a particular value of 
x is to “pre-compute” the optimal solution to a given 
optimization problem for all possible initial conditions of x 
using parametric programming techniques [1]. The optimal 
control can be then found as an explicit function u*(x) 
mapping the states to the control inputs. The function is 
computed off-line and takes a form of lookup table. 
Implementation of such a table can be done very efficiently 
on-line, as the evaluation of the feedback law involves only 
matrix multiplications, additions and logic comparisons. As a 
consequence, real-time implementation of such an explicit 
MPC can be done much faster compared to traditional on-
line MPC fashion. 

In this work we aim at implementing explicit MPC on a 
Programmable Logic Controller (PLC) restricted to 1024 
bytes of memory. Three factors determine whether the 
design procedure will be successful:  
 whether it is possible to construct the explicit MPC 

controller off-line in an automated fashion;  
 whether the controller is reasonably small as not to 

exceed the memory capabilities of the PLC;  

 whether the controller can be implemented using 
programming instructions which the control device 
understands.  

In the paper we illustrate how to synthesize the parametric 
solution to MPC optimization problem using the Multi-
Parametric (MPT) Toolbox [3]and how to implement it on a 
PLC. First, we introduce the controlled plant and derive its 
mathematical model. Then we show which commands have 
to be used to set up the MPC optimization problem and how 
to synthesize the explicit MPC controller using MPT. Having 
a lookup table we introduce an algorithm capable to 
transform it into a binary search tree (BST), which can be 
downloaded directly to the PLC. At the end we show results 
of the laboratory plant control using explicit MPC controller 
provided on the PLC. 

1. Physical Setup 

1.1 Podnadpis 

The laboratory Air-stream and Temperature Control Plant 
LTR 700 [8] is produced by the German company Amira. It 
consists of a fan, a heating coil, a differential pressure 
sensor, a temperature sensor, and an actuator box. 

This plant is designed for heating the entering medium. 
Commonly, air is the medium which is intake to the plant 
thanks to the fan. The entering air is further heated by 
heating coil. In order to obtain hot air of desired amount and 
temperature, we can manipulate the fan speed or the 
amount of heat generated by heating coil. In this work, the 
heating coils output is set to constant value (50%). We aim 
at controlling only the air-flow rate (manipulated variable) by 
fan speed (control variable). 

The plant is schematically illustrated in Fig. 1. Actual 
temperature and air-flow can be measured by sensors (TI, 
FI). 

 It is possible to implement several control configurations 
ranging from simple feedback loops, through cascade loops, 
up to multivariable control with two inputs and two outputs. 
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Fig.1 Sensors in the air heater. 

1.1.1  Airflow 

The plant converts air-flow value to a current signal in a 
range of 10.4-20 mA. This output signal is connected to the  
input of analog I/O module which is shown in Fig. 2. For our 
control program, the connected signal is converted into an 
integer number with physical address AIW4 (A – analog, I –
 input of the PLC, W - memory size of 16 bits, 4 –  input to 
PLC). This integer is converted into a corresponding 
quantity expressed in mA units by the following relation:  

26.1583
596.04

][



AIWx mA , (1) 

Corresponding value of the state in a percentage range is 
achieved by  

096.0
4.10][

[%]


 mAx

x , (2) 

2.1.2  Fan speed 

Formula which relates actual control action u[%], expressed 
in percentage rage, and a current signal output to the fan 
engine in mA units is  

[%]][ 2.0 uu mA   (3) 

Therefore, corresponding integer representation of the 
output is  

23.51917.15850 ][  mAuAQW , (4) 

where AQW0 is a physical address (A – analog, Q – output of 
the PLC, W – memory size of 16 bits, 0 –  output from PLC). 
This input signal is connected to the output of analog I/O 
module which is shown in Fig. 2. 

The mathematical model of the fan airflow can be captured 
by one differential equation of the following form  

VfkD
dt
dV

M  3 , (5) 

Here, V represents volume of air flow, k denotes a 
proportionality coefficient as a function of the Reynolds 
number of blender, DM is blender diameter and f represents 
blender rotation frequency. By linearizing (5) around the 
steady state fs and Vs, the following transfer function model 
can be derived  

11

3
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kDG
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M , (6) 

where Z denotes gain of the system and Tv represents time 
constant.  

Corresponding state-space representation of the fan is  

BuAxx   (7a) 

DyCxy   (7b) 

where x = V - Vs is the state and u = f - fs is the input. Based 
on the steady state values of the variables mentioned 
above, the matrices are defined by  

.0,1,1,1
 DC

Z
B

T
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v

  

This linear state-space representation can then be used to 
find a closed-form representation of the MPC feedback law 
by using techniques of parametric programming as 
described in Section 2. 

1.2  PLC 

A programmable logic controller (PLC) is a special digital 
computer often used in process automation such as for 
control of machinery on factory assembly lines, amusement 
rides, or lighting fixtures. Unlike general-purpose computers, 
PLCs are designed for multiple input and output 
arrangements, extended temperature ranges, immunity to 
electrical noise, and resistance to vibration and impact. 
Programs to control machine operation are performed in 
constant length cycles [6].  

In this work, we have used the SIMATIC S7-200 micro PLC, 
which is exceptionally compact, remarkably capable, fast 
and comes with easy to operate hardware and software. It 
has a modular design, still open-ended enough to be 
expanded. The main components of the selected PLC are 
briefly described next. 

1.2.1  CPU 

The S7-222 CPU can be seen on the left side in Fig. 2. 
Important to notice is that the CPU only provides 1024 bytes 
of memory for program data. This limit is both restrictive and 
challenging from the control synthesis point of view. Another 
limitation is that control algorithms have to be developed 
using so-called ladder logic, a visual programming language 
which only requires the algorithm to be composed of most 
basic operations (e.g. sums, products, comparisons, etc.). 

Real-time data measurements can be stored on a memory 
cartridge [6], marked by “MC” in Fig. 2. In our case it 
provides a 256 kB storage for measured signals, which 
could be captured at a 0.04 second sampling rate. The 
captured data can subsequently be opened in MS-Excel. 

1.2.2  Power Source 

Power source (LOGOPower 6EP 1332-1SH42) [6, 7] is a 
standard transformer used to supply PLC from public power 
network (see Fig. 2), where the “Power Network” is 1-phase 
AC line supply with voltage rate of 100-240 V (50/60 Hz) to 
isolated output voltage 24 V DC. 

1.2.3  Analog I/O Module 

Module EM 235 is necessary for the PLC to communicate 
with the controlled plant by means of analog signals. The 
module is shown in Fig. 2, where it is situated in between 
the central processor unit and the power source. The 
module allows 4 analog inputs and one analog output to be 
connected. Inputs have to be connected and configured 
corresponding way. The outputs in addition have to have 
correct HW configuration. For setup the outputs to the 0-
20 mA we have to set a set of 6 switches. The set is placed 
right bottom corner of the EM 235 in Fig. 2. For our purpose 
we have set them as in Fig. 3. The PLC communicates with 
the master PC by a 9 pin RS 486 port, located under the 
memory cartridge. 
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Fig.2 PLC connections to the plant. 

 
 

Fi.3 Setting of the EM 235 inputs. 

2  Explicit Model Predictive Control 

In model predictive control (MPC), the optimal control 
actions are found by optimizing for plant behavior while 
taking process constraints into account. This is always 
achieved by formulating and solving an optimization 
problem where a given objective function is minimized 
subject to the constraints. A model of the plant is employed 
as an additional constraint to capture the predicted evolution 
of the plant: 

We consider the discrete-time, stabilizable linear time-
invariant model given by the state-space representation  

)()()1( kBukAxkx  , (8a) 

)()( kCxky  , (8b) 

Here, x(k) denotes state at time instance k, x(k+1) is a 
successor state, u(k) is control input, and y(k) is a system 
output. It is assumed that variables are constrained by 
upper and lower limits  

  xkxx  ,   ukuu  ,   ykyy   (9) 

For the system (10) consider now the constrained finite-time 
optimal control problem  
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Here p denotes a matrix norm (either p=1, p=2 or p=), the 
integer N represents the finite prediction horizon, and R, Q 
are weighting matrices used to tune performance of the 
MPC controller. The linear model in (10c) serves to predict 
the future states based on the knowledge of the initial state 
x(t), which is assumed to be available at each time instance. 
The optimization is performed over the increments  to 
provide offset-free tracking of the reference trajectory . The 

state, output and input constraints represented, respectively, 
by the polyhedral sets X, Y, and U. 

MPC is usually implemented in so-called receding horizon 
fashion. Here the optimal solution to the problem (10) is 
found for particular value of x(t), which results into the 
optimal sequence . Here  is the control action increment, 
used to introduce integral action. Out of this sequence, only 
the first element (i.e. ) is actually implemented to the plant 
and the rest is discarded. At the next time instance, a new 
initial state measurement x(t) is obtained and the whole 
procedure is repeated. This repetitive optimization is 
performed in order to introduce feedback control into the 
procedure and to deal with possible disturbances and plant 
model mismatches. 

One can write new control action as uk=uk-1+∆uk which 
function of previous known control action and control action 
increment. The optimization problem (10) than can be 
rewritten into the state-space formulation with extended 
state feedback [xk,ũk-1]T. Therefore, state-space 
representation reduces number of optimization variables 
from two ( uk and ∆uk ) to one ( ∆uk ). The time-varying 
reference is constrained to be yref,k+1 = yref,k, hence, state 
vector can be extended into three states xk+1= [ xk,uk-1,yref,k ]T 
and state-space representation is defined in the form:  
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with all the matrices of appropriate dimensions. 

If the initial state x(t) and the value of the reference signal 
yref are known, the problem (10) can be solved as a 
quadratic problem (QP) for p=2 and for p=1 or p= as a 
linear program (LP). Even though efficient polynomial-time 
algorithms exist to solve both type of problems, the time 
needed to perform the optimization can be prohibitive of the 
sampling time is too short, or if the implementation hardware 
is very simple and thus less capable. To address this issue, 
in their seminal work (Bemporad et al. (2002)) have shown 
(for a quadratic type of performance induces) how to solve 
the problem (10) parametrically for all admissible initial 
conditions x(t) by employing techniques of parametric 
programming. In this approach the optimal solution to (10) is 
found as an explicit state feedback law parametrized in the 
initial condition x(t). The advantage of the parametric 
solutions is that the optimal control input can be obtained in 
real-time by simply evaluating a look-up table. The main 
result of the parametric approach is summarized by the 
following theorem. 

Theorem 3.1. (Bemporad et al. (2002)). The optimal 
solution to the problem (10) is a piecewise affine function of 
the initial state x0  

rr gxFu  00*   if rRx 0  (12) 

where Rr = {x0 | Hr x0 ≤ Kr } are polytopic regions of the state 
space, and Fr and gr are the matrices of state-feedback law 
active in the r-th region.  

Theorem 3.1 shows that the optimal solution for the 
problem (10) can be found as a look-up table consisting of r 
components. Therefore, once the table is calculated, MPC 
can be implemented in a real time by simply evaluating the 
table for the actual measurements of x0:=x(t). The table can 
be calculated efficiently using, e.g. the Multi-Parametric 
Toolbox [3]. Performance of the MPC scheme can be tuned 
by appropriately adjusting the weighting matrices Q and R, 
and by a suitable choice of prediction horizon N. 
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3  Implementation on PLC 

As already mentioned, typical PLCs have severe memory 
limitations. Our PLC, in particular, only allows 1024 bytes of 
memory storage. A special care has thus to be taken when 
evaluating the explicit MPC feedback (encoded as a lookup 
table composed of feedbacks Fr, gr, and regions Rr ) on 
such a device. To perform this task efficiently, we employ 
the binary search tree (BST) algorithm. 

The basic idea of BST algorithm is to hierarchically organize 
the controller regions into a tree structure where, at level of 
the tree, the number of regions to consider is decreased by 
a factory of two. Therefore the table traversal can be 
performed in time logarithmic in the number of regions. The 
tree is constructed in an iterative fashion. At each iteration 
an optimal separating hyperplane hix(t) ≤ ki is selected such 
that the set of all regions processed at the i-th iteration is 
divided into two smaller subsets: regions Ri

+ residing on one 
side of the hyperplane and Ri

- on the other side. A new node 
in the tree is then created which contains information about 
the hyperplane and two pointers to child nodes. The left 
child is created by recursively calling the algorithm for 
regions Ri

+ and the right child for the regions Ri
-. The 

exploration of a given tree branch stops when no further 
subdivision can be achieved. In such a case a leaf is 
created which points to the region which contains x(t). The 
resulting tree is then composed of the set of separating 
hyperplanes linked to the actual regions through a set of 
pointers. 

To be able to use a BST-encoded tree on a PLC, the tree is 
transformed into a so-called “data-block”. In this data table, 
first M entries represent one hyperplane and pointers to next 
line which should be explored. Obtaining the optimal control 
action for a particular value of x then reduces to traversing 
the binary search tree using Algorithm 1. 

Algorithm 1 Table traversal via binary search tree  

INPUT: BST tree composed of separating hyperplanes 
M , . . . 1,  i , k  x h ii  and linked nodes, state measurements 

 x(t)  

OUTPUT: Optimal control input  (x)*u  

1: r ← 1  

2:   repeat  

3:      if rr k x h  then  

4: r ← index of the left child node (negative index)  

5:      else  

6:  r ← index of the right child node (positive index)  

7:      end if  

8:   until r is a leaf node (positive index).  

9:  g   x(t)F  (x(t))*u rr   

The PLC version of Algorithm 1, implemented using the 
Ladder Logic (LAD) programming language, is universal and 
can process any kind of lookup tables described by binary 
search trees. The LAD diagram consists of several routines 
and subroutines, a short excerpt of which is shown in Fig. 4. 
The program allocates 74 bytes of global memory in main 
routine and at most 34 bytes of temporary memory in 
subroutines. The total amount of memory allocated for 
controller is 874 bytes, the rest (150 bytes) remains to user. 

  
Fig.4 A short excerpt of the LAD implementation of 

Algorithm 1 

4  Experimental Results 

In this section we show how MPC could be used for control 
of the fan heater described in the Section 1 using PLC. The 
control objective is to drive the volume of air flow to a time 
varying reference  while respecting motor capacity 

100%  f  0%   and volume of the air flow 100%  V  0%  . 
The following mathematical model of the fan heater was 
obtained using identification methods:  

se
s

G 3.0

14726.0
12.5 


  (13) 

MPC synthesis using the Multi-Parametric Toolbox begins 
with a definition of the prediction model:  

>>  A=-0.1953; B=0.0923; C=1; D=0;  
>>  fan=ss(A,B,C,D)  
>>  Ts=0.25  
>>  model=mpt_sys(fan,Ts)  

where the model is converted into the discrete-time domain 
using sampling time Ts. Time delay of the model can be 
omitted as it is less than the time constant and the real time 
verification proved such model to be satisfactory. Next, 
constraints on state, input and output are defined:  

>> model.umax=100-fs; model.umin=0-fs;  
>> model.xmax=100-Vs; model.xmin=0-Vs;  
>> model.ymax=100-Vs; model.ymin=0-Vs;  

Notice that the constraints are imposed on the deviation 
variables with linearization points fs =15% and Vs = 30%. 

Once the model is complete, parameters of the MPC 
problem to be solved could be defined by  

>>  problem.R=1; %penalty on u_k  
>>  problem.Q=1; %penalty on x_k  
>>  problem.Qy=1000; %penalty on (y_k-y_ref)  
>>  problem.N=5; %prediction horizon  
>>  problem.norm=2; %use quadratic cost  
>>  problem.tracking=1; %use time-varying reference  

Values of the penalty matrices R and Qy  were chosen with 
respect to allowed number of regions (which reflect the 
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memory footprint of the controller). The number of regions 
can be reduced by lowering R and increasing the value of 
Qy. The upper bound on the number of regions is 26 for a 
controller with 1 state and 1 input, otherwise the controller 
footprint would exceed 1 kB. 

Finally, the parametric solution to problem (10) can be 
calculated as a lookup table using the command  

>> ctrl=mpt_control(model,problem)  

Result of the composition is, in this case, a lookup table 
consisting of 25 regions in a 3D state-space. State-space 
representation used in the controller consist of the following 
matrices  
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BST tree is constructed from the lookup table using the MPT 
command  

>> tree=mpt_searchTree(ctrl)  

In our case, tree consists of 25 nodes in 7 levels, which 
corresponds to 724 bytes of memory. Selected parts of the 
data-block are depicted in Fig. 5. The number of values in 
one line corresponds with number of the state variables and 
constant. 

The data are subsequently downloaded to the PLC, which 
then executes the table traversal at each sampling instance 
based on the measurements of the states. When the region 
for the actually measured state is found, Algorithm 1 is 
executed and the corresponding control input to the system 
is calculated as  

uk = uk-1 +∆u*  (15) 

with state-feedback law iki gxFu  ~* where 
kx~  is state 

variable of the system (11). 

   
Fig. 5 A short excerpt of the data-block provided on the 

PLC. 

The data-block representing the controller was downloaded 
to the PLC to perform real-time experiments. First, ability of 
the controller to follow a time-varying reference, where user 

can change a setpoint at any time, is documented in Figs. 6-
7. 

System response near the and upper bound is without 
oscillations within a reasonable settling time, while response 
around the middle and near the lower bound has longer 
settling time. Such response can be caused by different 
behavior of the plant throughout the state ranges. That 
means, several models are necessary to describe plant 
behavior sufficiently. Therefore, possibility how to eliminate 
oscillations, is to control the plant as a hybrid system, which 
is not possible due to restricted amount of the memory. 

To reduce long settling time, one can approximate time 
delay in model (13) by Taylor series or Padé approximation. 
This approach results in the better but more complex model 
with more regions, thus impossible to apply on PLC. The 
maximum amount of regions is function of the number of 
state variables. Therefore, if one wants more regions, either 
a simpler model is required or region reduction techniques 
have to be employed [4,2]. 

Real data presented in Figs. 6-7 show that the MPC 
controller utilizes the predictions to change the value of the 
input signal in the same period as the reference was 
changed, such that output signal is steered towards this 
reference. Experiment also proved that MPC controller with 
time-varying reference can be implemented on the PLC in a 
real time. 

  
Fig.6 Control of the fan heater tracking time-varying 

reference. 

  
Fig.7 Control of the fan heater with disturbance during 

the tracking of time-varying reference. 

5  Conclusions 

In this paper we have shown how MPC can be implemented 
on a programmable logic controller with severe limitations 
on allowed memory storage. The approach was based on 
the pre-calculating the solution to the MPC optimization 
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problem just once, for all possible initial conditions. The 
result is then given in the form of a lookup table. Such a 
table was subsequently encoded as a binary search tree for 
its efficient evaluation in real time. Experimental results 
confirm that the controller provides satisfactory performance 
while respecting design constraints. 
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PI controller design for laboratory 
process with uncertainties 

Jana Závacká, Monika Bakošová 

Abstract 
The paper presents a method for design of robust PI controllers for systems with 
interval uncertainty. The method is based on plotting the stability boundary locus in 
the controller-parameter (kp, ki)-plane and the sixteen plant theorem. The stability 
boundaries obtained for sixteen Kharitonov plants split the controller-parameter 
plane in stable and unstable regions. The designed robust PI controllers which 
parameters are chosen from the stable region common for all sixteen plants is used 
for control of a laboratory chemical continuous stirred tank reactor Armfield PCT40. 
The reactor is used for preparing of NaCl solution with desired concentration. The 
conductivity of the solution is the controlled variable and the volumetric flow rate of 
water is the control variable. 

Keywords: robust control, PI controller, interval uncertainty, process control 

 
Introduction  
 

Chemical reactors are ones of the most important plants in 
chemical industry, see e.g. [8]. Their operation, however, is 
corrupted with various uncertainties. Some of them arise 
from varying or not exactly known parameters, as e.g. 
reaction rate constants, reaction enthalpies or heat transfer 
coefficients. In other cases, operating points of reactors vary 
or reactor dynamics is affected by various changes of 
parameters of inlet streams. All these uncertainties can 
cause poor performance or even instability of closed-loop 
control systems. Application of robust control approach can 
be one of ways for overcoming all these problems, which 
may seriously influence control design for chemical reactors 
and other chemical processes, see e.g. [1], [7]. 

In this paper, a simple method for design of robust PI 
controllers is [9]. The method is based on plotting the 
stability boundary locus in the (kp,ki)-plane and then 
parameters of a stabilizing PI controller are determined from 
the stability region. The PI controller stabilizes a controlled 
system with interval parametric uncertainties, when the 
stability region is found for sufficient number of Kharitonov 
plants [5]. 

The approach is used for design of a robust PI controller for 
a laboratory continuous stirred tank reactor, which can be 
modelled in the form of a transfer function with parametric 
interval uncertainty. The reactor serves for preparing of the 
NaCl solution with required concentration. Composition of 
the solution is determined by measurement of the solution 
conductivity and the conductivity is the controlled variable. 
The volumetric flow rate of water which is used for 
adulterating of NaCl solution, is the control variable. 

1. Description of the Laboratory Continuous 
stirred tank reactor 
 

Multifunctional process control teaching system - The 
Armfield PCT40 ([2], [10]) is the system which enables to 
test a wide class of technological processes, as a tank, a 
heat exchanger, a continuous stirred tank reactor and their 
combinations ([3], [4]). 

PCT40 unit consists of two process vessels, several pumps, 
sensors and connection to the computer. Additional 
equipments PCT41 and PCT42 represent a chemical 
reactor with a stirrer and a cooling/heating coil. 

Inlet streams of reactants can be injected into the reactor via 
a normally closed solenoid valve or by a proportional 
solenoid valve (PSV). The third possibility for feeding water 
into the reactor is using one of two peristaltic pumps. The 
technological parameters of the reactor are shown in Table 
1. 

 
Parameter Value 
Vessel diameter 0.153 m 
Minimum operation volume  1 l 
Maximum operation volume 2 l 
Minimum vessel depth 0.054 m 
Maximum vessel depth 0.108 m 

Tab.1 Technological parameters of the reactor 

The connection to the computer is realized via an I/O 
connector, which is connected to the PCL card. The card 
used is the MF624 multifunction I/O card from Humusoft. 
This card has 8 inputs and 8 outputs. The whole system 
provides 9 inputs and 17 outputs, hence two MF624 cards 
were used. This connection enables use of Matlab Real-
time Toolbox and Simulink or data entry from the Matlab 
command window. 
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NaCl solution with the concentration 0.8555 mol/dm3 is fed 
into the reactor by a peristaltic pump. The performance of 
the pump may be theoretically set in the range 0-100%. But 
for the pump performance less than 20%, revolutions of the 
rotor are very small and the produced force is not high 
enough to transport the fluid from the barrel. The volumetric 
flow rate of the NaCl solution for all measurements was 
0.00175 dm3/s, which represents the pump performance 
40%. 

The water was dosed into the reactor by the PSV. 
Application of the PSV allowed flow measurements by the 
adjoint flow meter. The PSV opening could be again done in 
the range 0-100%, but the volumetric flow rate of water for 
the PSV opening in the range 0-30% was negligible. 

For control purposes, the laboratory continuous stirred tank 
reactor is a SISO system. The control variable is the 
volumetric flow rate of water (F) and the controlled variable 
is the conductivity of the NaCl solution (G) inside the 
reactor. Used water was cold water from the standard water 
distribution. The volume of the solution in the reactor was 
kept constant with the value 1 dm3 during all experiments. 

2. Process identification 
 

Identification of the controlled laboratory reactor was done 
from measured step responses. The constant flow rate 
0.00175 dm3/s of NaCl solution dosed into the reactor was 
assured by the peristaltic pump with performance 40% in all 
experiments. Fourteen various step changes of water flow 
rate were realized between 0.0032 dm3/s – 0.01145 dm3/s, 
which represented the PSV opening 50 - 100%. The step 
responses were measured repeatedly. The resultant 
transfer function of the laboratory reactor was identified in 
the form of a transfer function (1) with the parametric 
interval uncertainty. The software LDDIF [6] was used for 
identification, which is based on the least squares algorithm. 
The values of the uncertain parameters are shown in Table 
2. 
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Parameter Minimal value Maximal value 

b1 0.0028 0.0428 

b0 -0.2776 -0.0156 

a2 1 1 

a1 0.6349 5.5024 

a0 0.2084 3.1351 
Tab. 2 Uncertain parameters 

3. Design of a robust PI controller 
 

A simple method based on plotting the stability boundary 
locus in the (kp,ki)-plane is used for robust PI controller 
design, [9], [11], [5]. Parameters of a stabilizing PI controller 
are determined from the stability region of the (kp,ki) – plane. 
The PI controller stabilizes a controlled system with interval 
parametric uncertainties, when the stability region is found 
for sufficient number of Kharitonov plants. 

For the controlled system in the form of the transfer function 
(1) with interval uncertainty (Table 2), the Kharitonov 
polynomials Ni(s), i=1, 2, 3, 4 for the numerator and Dj(s), 
j=1, 2, 3, 4 for the denominator can be created, as it is seen 
in (2), (3). 
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where bk
- and bk

+, k=0, 1 are lower and upper bounds of the 
intervals of the numerator al

- and al
+, l=0, 1, 2, are lower and 

upper bounds of intervals of the denominator parameters. 
16 Kharitonov systems (4) can be obtained using 
polynomials (2), (3) 
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Substituting s=jω into (4) and decomposing the numerator 
and the denominator polynomials of (4) into their even and 
odd parts one obtains 
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The closed loop characteristic polynomial is as follows 
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Then, equating the real and imaginary parts of ∆(jω) to zero, 
one obtains 
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and 
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(7), (8) and (9) can be written as 

     
     ωK=ωIk+ωHk

ωJ=ωGk+ωFk

jiiip

jiiip
 (10) 

From these equations, parameters of the PI controller are 
expressed in the form 
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Consider one of the systems (4), where i=2 and j=3 
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The stability boundary of the closed loop system (13) in the 
(kp,ki)-plane for ω=[0,0.6267] is plot in the Figure 1. Then 
parameters kp and ki of the stabilizing controller are chosen 
from the stable region. 

 
Fig.1 Stability region of parameters kp, ki for the system 

G23 

Stable regions for all 16 Kharitonov systems are obtained 
alike. In the Figure 2 are shown stable regions for 16 
Kharitonov systems (4). The controller which stabilizes all 
16 Kharitonov systems has to be found in the intersection of 
all stable regions (this intersection lies in the red rectangle), 
which is in detail displayed in the Figure 3. 

 
Fig.2 Stability regions for 16 Kharitonov plants 

 
Fig.3 Detail of the stability region for 16 Kharitonov 

plants 

The parameters of the robust PI controller for control of the 
laboratory reactor (15) were chosen from the stable region 
of parameters kp, ki according to simulation results obtained 
for various choices of PI controllers. 

 
s
s=

s
k+sk

=sC ip 1.5-7-  (15) 

The designed PI controller was used for control of the 
laboratory reactor. The controlled variable y(t) was the 
conductivity G [mS] of the NaCl solution, control variable u(t) 
was the water flow rate F [dm3/min] and the reference w(t) 
was the conductivity of the NaCl solution which 
corresponded to the required concentration of the NaCl 
solution. 

Obtained experimental results are presented in the Figures 
4 and 5. Robustness of the designed PI controller (15) was 
tested by setting the reference value in a wider area. Control 
responses of the reactor are shown in Figure 4 are for 
ω [12; 32] mS and in the Figure 5 for ω [18; 30] mS. 
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Fig.4 Control of the reactor with robust PI controller 
 

 

 
Fig.5 Control of the reactor with robust PI controller 

Conclusion 
 

The robust PI controller was designed for control of the 
laboratory continuous stirred tank reactor. A simple robust 
synthesis was used which was based on plotting the stability 
boundary locus in the (kp,ki)-plane and sixteen plant 
theorem. The robust PI controller was chosen from the 
stable region of the (kp,ki)-plane. The designed controller 
was tested experimentally by control of a laboratory reactor. 
Obtained experimental results confirm that the designed 
robust PI controller successfully controlled the laboratory 
reactor where controlled variable conductivity G [mS] of 
NaCl, was controlled by water flow rate F [dm3/s]. The 
varying reference was always reached. The control 
responses were without overshoots and fast enough. 
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